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ABSTRACT

When the Internet connects people from all over the world to becorearners, the world seems to be closer altho
it is still far in the physical aspect. The development in trade also raises didpaténg to the Industrial Revolutid
4.0, the dispute resolution must be also changed to adapt with the newftemmmhomics and society. The parties t
dispute need a resolution process quicker, cheaper and efficient. Tardrmieg@luces an method of Alternative Disp
Resolution (ADR) which is carried out online and so called Online Dispel&®ion (ODR), to make som
recommendations for Vietham. The Online Dispute Resolution is not familiar with developed countries, such
European countries, United-States, etc, but it is still a very new thing fora¥ietn
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1. Introduction

At present, the whole world is in the early stages of the Industrial Revotuficend this has been identified as a
hinge strategy for developing countries to keep pace with world trerdi®o@en a new turning point for human
development. Basically, the Industrial Revolution 4.0 will be based on threeameds including: Digital Field (Big
Data, Internet Connected Objects, Artificial Intelligence); Field of Biotechnologpli@gtions in agriculture, fisheries,
medicine, food processing, environmental protection, renewable energystifyesmid materials); and Physics (Next-
generation robotics, 3D printing, self-driving, new materials (graptséyemnions ...), nanotechnology) [1].

In fact, billions of people are being connected through mobile phomesgthsocial networks. Today's computer
generations have an unprecedented processing power with significemnégised storage capacity allowing people to
easily access unlimited knowledge. These capabilities are multiplied by bregktheminnologies in areas such as
artificial intelligence, robotics, Internet, auto driving, 3D printing, naabnology, biotechnology, materials science,
energy storage and quantum computers. Like the previous industr@ution, this Industrial Revolution 4.0 will
increase income and improve the quality of life for the people of tridwSo far, the most beneficiaries of this
revolution are consumers. They have easy access to the digital waoddlity, when the Internet connects people from
all over the world to become consumers, the world seems to be dibwerga it is still far in the physical aspect. Of
course, the development in trade also raises disputes.

Facing to this Industrial Revolution, the dispute resolution must be alsoethsm@dapt with the new trend of
economics and society. The parties to a dispute need a resolution prackss gheaper, as well as efficient. Online
Dispute Resolution is a recommended solution to resolve disputes attess @are far apart, to save money and save
time. The Online Dispute Resolution is not too unfamiliar with developed d¢esinsuch as European countries,
United-States, etc, but it is still a very new thing for Vietnam. Such puoegsdre an alternative to resolving disputes
before a court and are hence called Alternative Dispute Resolution (ADH&n ey are carried out online, they are
called Online Dispute Resolution (ODR).

Usually considered as a cyber-court, the ODR use technology to support threesgtthé civil and commercial
disputes arising from an online, e-commerce transaction, or evenafnoissue not involving the Internet, called an
“offline” dispute. It is known as an alternative to the traditional legal process, which usually involves a court, judge, and
possibly a jury to decide the dispute.[Rlmeans that the parties may use the Internet and web-based technaogy in
variety of ways. The ODR can be done entirely on the Internet, thmgh, chat rooms, conferencing software, etc.
Parties may never meet face to face when participating in the ODR. They mightin@mate solely online.
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Some e-commerce companies provide the ODR as a service to customers to hescla@nis of customers
toward their goods or services. Some other organizations specialize idimgo®DR services for consumers and e-
commerce businesses. These organizations are called Online Dispute Resolwiiderd®?rd/e can find some ODR
Provider websites at OnlineDisputeResolution.com, OnlineMediators.com, Onlitratets.com, ec.europa.eu.odr,
etc.

2. Advantages and disadvantages of the ODR

Only basing on the Internet where parties as well as handlers can accésgatyany places, the ODR can help
the parties to cut cost in resolution of dispute. In fact, the ODR is lefierexpensive than the traditional. Except for a
very small service fee for the businesses (most of the ODR serfiee i® consumers), the ODR can allow parties in
different locations or countries to avoid the costs and inconveniefdesvel. It also helps parties to save the time
efficiently. Moreover, parties using ODR must work with each other tdveesioe dispute and often have more control
of the outcome of the dispute. The procedure of resolution is mopéesimd flexible than the traditional legal process.

However, this method of resolution need for the party consent to reseldisfiute online. In other words, like
other alternative resolution, the parties must agree to choose the ODR for theiesli® bind themselves to the
process. Further, the lack of fameface contact can cause limitations for mutual understanding to reachl mutua
agreement. Moreover, the loss of public access and pressure can be trentigadof this ODR. For traditional legal
procedure, public pressure is considered one of the factors makingé¢hsucgessful in the sense that the public will
give to the judge their objective opinions so that the judge has lagie to define the equity to bring into the case.
However, for the ODR, no one knows about the conflict, except fopahées and the handlers. The result therefore
may be a little subjective. Another disadvantage is the lack of enforcemé&RR®foutcomes for some jurisdictions.
This is a very important reason to discourage the ODR. If the outcomes aespetted by the parties, no one will
choose the ODR for the next time conflict.

3. Different types of ODR
The ODR can take a number of different forms. It can be negotiation, mediaticarbitration.
3.1.Negotiation

Negotiation is a voluntary, usually informal process used by dispytarties to reach an agreement. In
negotiation, attorneys are not very important but they may represenspiogintg parties. Negotiation is different from
mediation and arbitration in the sense that there is usually no third- gathaln It is the first method chosen by the
parties to the dispute. And in practice, the majority of business anderm@iahtisputes are resolved by this method.

The ODR uses Internet technology for negotiation, such as email, chat rogideamonferencing. Some Online
Dispute Resolution Providers help partiegditate online through a process called “blind bidding.” Blind bidding
involves each party making a settlement bid unknown to the othigr tpaa computer system. At certain times, the
computer system combines each party’s suggestion and announces a settlement amount to both parties [2]

3.2.Mediation

It is the parties' negotiation of a dispute resolution with the assistance of pattyda mediator. However, the
outcome of the mediation depends on the goodwill of the parties tisfhealand the prestige, experience and skills of
the mediator. The final decision of the settlement is belong to the parties tliispute. This means that the mediator
does not have the right to make a binding decision or impose any mattter marties to the dispute. If the parties reach
agreement, they complete a written agreement that contains the specific detalsetflement. In most jurisdictions,
this agreement can be enforced by a court.

This method of settlement has many advantages: mediation proceduresdaretexb quickly and at low cost. The
parties have the right to decide, choose any mediator as well as the plaseeted solution. They are not constrained
in time as in court proceedings.is considered as a friendly method to preserve and develop business reéfaimrsh
the benefit of both parties. Moreover, the mediation is the desire of the partettle the case so that no party loses,
not leading to a confrontation, win or loss as the process of litigaticouir.

This form of settlement is especially effective when dealing with basiand technical disputes (construction,
finance...) [3]. Because the parties to the dispute have full authosgetoa knowledgeable mediator to participate in
the dispute. But in the practice of litigation in court, the parties have nagighbose judges to resolve except in some
cases to change the trial panel in accordance with the law (Article 52 Viet Nam CividliheGode of 2015). Another
important thing making business people interested in mediation is thibiltyséor parties to control the relevant
evidence (business secrets). These requirements are not guaranteed incaublic

For the ODR, the parties have the opportunity to present their issues, prédemtevand argue for their desired
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resolution. This process can be done entirely online with Internetdlagy such as email or videoconferencing, or the
parties can physically meet in the same room. Some ODR methods involveinatamiof these methods.

3.3. Arbitration

Arbitration is a private process where a third party has power to make a dedisiot the dispute after hearing
arguments and looking at evidence. Arbitration is different froediation because the neutral arbitrator has the
authority to make a decision about the dispute. Compared to traditional litigatidmation is less formal, has fewer
rules of evidence, and can usually be completed more quickly.

The advantage of this mode of dispute resolution is that it has the flexibititgate the initiative for the parties.
Speed, time saving can shorten the arbitration process and ensudertaiity. Arbitrators shall settle disputes
according to the principle of arbitration and arbitral awards shall not be publicidely wAccording to this principle,
the parties can keep the business secret as well as honor and prestige. Disfulienrésmot limited in terms of
territory as the parties have the option of selecting arbitration centextléotkeir disputes. Judgment of the arbitrato
is final. It means that after the arbitrator makes a ruling, the partiesybaight to appeal to any organization or court.
Furthermore, arbitrator’s award does not require the court recognition to bind the parties to enforcement. This is a
superior advantage over the form of negotiation or conciliation. For the OBRyrtitess can be done entirely online
with Internet technology such as email or videoconferencing.

Briefly, except for the arbitration, participation in a non-binding ODBcess (including online negotiation or
online mediation) does not prevent parties from later pursuing their caserin It means that for these cases, parties
can use dispute resolution before, or even after they have filed ancasurt.

4., Recommendation for Vietnam

Currently, the use of smart mobile phones or computer has becompogrriar in Vietham. With a phone or a
computer connected to the Internet, we can be updated with social néiemam as well as in the world. We can also
book airline tickets, call taxi, chat with friends, or do online shopgdimgeality, Vietham is also enjoying the latest
technology in the world of information. This is also the initial basis for ¥imtrto participate in the Industrial
Revolution 4.0.

Furthermore, online shopping forums is not a new trend in Viethowever, up to now, most of the forums
have only function as the information exchange channel between the aetldie buyers and do not have the dispute
resolution mechanism.

Under the influence of the Industrial Revolution 4.0, the need tgsatatforms to resolve online disputes is real
in Vietnam. The ODR Providers should be encouraged to set up inaxfiein order to meet the need of dispute
resolution between Vietnamese or between Vietnamese and foreigner. Thoissidered as an alternative dispute
resolution offering to the parties in business due to its advantages.

Among the disputes should be resolved online, the dispute relatingirte tading is one of the urgent reason to
establish an official platform for resolution online complaints. The fact thatrbuyjake money transfer but do not
receive goods, receive poor quality goods, not enough quanssilers use many virtual nicknames to sell counterfeit
goods to many people, etc are still popular scams on online tradiagfofie, for the protection of consumers, we can
take the model of EU Online Dispute Resolution Platform. This platformsodfesingle point of entry that allows EU
consumers and traders to settle their disputes for both domestic aséorder online purchases [4], as follows:

From the 15 February 2016, the European Commission released anlvesvmatform to assist consumers to
resolve disputes against online retailers. The platform is an online tool thatlaww consumers to make a complaint
against a trader where goods or services have been bought online.

To make the platform efficient, businesses established in the EU thgbsdt or services to consumers online
are required to comply with the ADR/ODR legislation. In this way, entiaders that commit or are obliged to use
ADR mustinform consumers of the dispute resolution bodiesdy which they are covered They should do this on
their websites and in the general terms and conditions of sales or semicactso Moreover, they are required
to provide consumers with a link on their website to the ODR platform, irrespeativdether they currently market
their products or services to consumers in other member ;state=smail address on their website so that consumers
have a first point of contact. This could be the email address of an iralieida shared mailbox that has been set up
to deal with the complaints.

For the procedure, consumers should first try to resolve the disputdydiréth the trader. If this fails, the
consumer can submit their complaint via the electronic complaint form on tRepGiiform. When this is completed,
the ODR platform will send the details of the complaint to the trader. The traded llays to state if they are obliged
by a trade membership or statute to use a particular ADR provider to asgisblving the complaint. If there is no
obligation on the trader, they can decide in 10 day period if they wikeldo offer the choice of ADR provider to
assist in resolving the complaint. If consumers agree to one of@Rebddies suggested by the trader, consumers can
confirm this on the platform. The complaint details get sent to the ADR prowvideorisideration.
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But if consumers do not agree on the choices, consumers have the chprmeéde a suitable alternative to the
trader. Unless both parties can agree on an ADR provider, the dase wlosed within 30 days of the initial
submission to the platform [5]. When this happens, parties are fraecéss litigation procedure to bind obligations
between them. It is insisted again that at any stage the parties are freethe @xdcedure and to take independent
advice.

Under legal aspect, in Vietnam, when the ODR is a mediation procedure, the fem#dtiation can be
recognized by the court. According to the Article 416 Civil Procedure ©6@015, the Court shall consider issuing
the decision to recognize the result of an @u€ourt mediation in a dispute between agencies, organizations and
individuals that is conducted by a competent agency, organization or iradiadaording to law regulations on
mediation to be a successful mediation result.

However, to be recognized by the court, the successfubfeburt mediation result must satisfy many
conditions, such as: parties of the mediation agreement have sufficient civilpacitgaparties of the mediation
agreement are persons who have rights and obligations relating to the (fsimatesuccessful mediation contents are
related to rights and obligations of a third party, such mediation lmeuagjreed by such party); either or both parties
must file application to the Court for recognition of the mediation; the mediedgiit is totally voluntary ani not
contrary to law, not contrary to social ethics nor for evasion of obligatmmards the State or the third party (Article
417 Civil Procedure Code of 2015). In other words, the Jatigk make decisions to not recognize the successful out-
of-Court mediation result when conditions mentioned above are not fullfieshtislowever, the refusal to recognize
the successful ouwf-Court mediation result shall not affect the contents and legal value of suofi@atit mediation
result (Clause 6, Article 419 Civil Procedure Code of 2015). The dedisicecognize or to not recognize a successful
out-of-Court mediation result shall immediately take effect and shall not be appealedtaaccording to appellate
procedures. When the successful ofi€ourt mediation result is recognized, it shall be enforced according to law
regulations on enforcement of civil judgments (Clause 9, Article 419 Rivcedure Code of 2015).

For summary, beside the online arbitration with the enforced award, Vietnarhasothe basis for establishing
and developing the ODR mediation due to the new rule of recognition afigd&tion result. With the new trend in
living and trading that the Industrial Revolution brings to us, theeho have an effective ODR in Vietnam is not so
far.
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ABSTRACT

By using the data collected from the whole 39 commercial banks in thanbgasystem in Vietnam from 2007-201
the researcher try to investigate the impacts of state ownership on roditdbpity in Viethamese commercial bank
This paper employs pooled OLS model, FEM and REM to investigate the refgidetween state ownership al
bank profitability. And then the GMM model is used as a robustness chedhdidated by previous literature abo
bank profitability, two measures of profitability are used namely returassets and on equity and the influence
ownership as the percentage of the state ownership has on thepgpéisalso used some control variables suc
bank size, leverage, loans, liquidity and non-performing loans. stugy finds that state ownership has nega
relationship with bank profitability.

Keywords: state ownership; bank profitability

1. Statement of the Problem

The restructuring of the banking system has undergone significangehdo be able to integrate into the
international banking system. Besides the development of scale and qualitgrafions, one of the most prominent
aspects of the banking system is the diversification of ownershijpe process of renovation, the percentage of the
state-ownership in the banking system has been gradually rettuoedh the transformation of rural banks into joint
stock commercial banks as well as the equitization of large state owned banleveH®&tetnamese’s banking sector
is still dominated by state-owned banks. According to studies on ldhefretate ownership in many countries around
the world, state ownership tends to reduce operational efficiencies, increa@dicisk et al., 20@; La Porta et al.,
2002. The reality in Vietham shows that banks with large state ownershipxdmple Agribank, Vietcombank, BIDV
and Vietinbank, have better performance than the other banks. Howleses, are no clear evidences about the
performance of the other state owned banks. Moreover, accordinmlitative researches of some economic analysts
suppose that these big state banks already have efficient operation butrtHeweahe better performance if they
reduce the extent of state ownership.

The relation between state-ownership and bank profitability has been theftdpizates. There are many current
studies investigating whether state-ownership plays a significant rokgerformance. However, in Vietnam, there
are a few officially studies that clarify the role of state-ownership strugtusank performance. Therefore, to fill this
gap, this study analyzes the impact of degree of statership on banks’ profitability in Vietnam.

2. Literature Review

There have been numerous studies examining the impact of state lagransprofitability in the banking
industry.

Stiglitz (1993)researched the role of the state in some major financial markets noted that staséipvinaerks
play a important role in the financial and economic development, improwsajevelfare and often hold the majority
of total assets in a country’s banking system. However, the state ownership affects negatively on the performance of the
banks as state owners are concerned more with social and politicat tathat than bank’s value maximization
(Vining, Boardman, 1992).La Porta et al (2002)provided further support through analyzing data of state owned
banks from 92 countries in 1970, showed the negative relationskipérestate ownership and an average growth rate.
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Author also mentioned state-owned banks operating in developing ceurtigtto have lower profitability than their
private counterparts and this lower profitability is due to lower net interesirmaigher overhead, and higher non-
performing loans.

Micco et al. (2004)examined the relationship between bank ownership and bank perforfoarzanks by
covering approximately 50,000 observations for 119 countries theer1995-2002 period, providing separated
estimations for developing and industrial countries. They found that in géwgloountries, state owned banks have
lower profitability, higher costs, higher employment ratios, and passet quality than their domestic counterparts.
Ana Isabel Fernandez et al. (2005analyzes the influence of bank ownership on non-risk andadgisted bank
profitability in 8 countries using country-level panel data from 1987987. Net interest income, net income and
profits before taxes divided by total bank assets were used as yardstigdskgfrofitability. The result indicates that
state-owned banks have higher interest margins than private banks.

Cornett et al. (2009) examined how state ownership and its involvement in a bankirtignsyasffect bank
performance between 1989 and 2004. They indicated that state-bamesiwere less profitable, held less core capital,
and had greater credit risk than their privately owned peers. In additgrer ldegree of government involvement in
the banking sectors, was also found to be associated with lower baéneif, less saving and borrowing, lower
productivity, slower growth and positively related with corruption.

Bo Xu et al. (2013)used unbalanced panel data from Chinese banks from 2000 to 28idlywe the impact of
government ownership on bank performance. The empirical resultstehowirtually all the state owned banks have
seen significant improvement in ROA and ROE ratios after they pudsiic, and regression results show that there is
positive correlation between government ownership change and performatete @wned banks.

Using generalised method of moments (GMM) estimation technique to amalyrebalanced panel datizul
Haque et al. (2015examined the effect of ownership structure on bank risk-taking anoripearice in India covering
217 bank-year observations from 2008 to 2011. Their studytsesuggest that government ownership is positively
associated with default risk and negatively related to bank profitability.

Regarding the performance studies on Vietnam banking system in fgartibare are a limited number of them.

Ali Malik et al. (2014) observed 23 Vietnamese banks in total, from 2007 to 2012, moirexahe effects of state
ownership on bank performance in Vietnam. The panel data showst#tatownership negatively effects bank
performance. By using the data collected from the whole 44 barhks imanking system in Vietnam from 2010-2012
Nguyen Hong Son et al. (2015y5howed that the increase in privatization through privatization of Viethamese
commercial banks would facilitate the profitability of banks.

According to the study dfieu Huu Thien et al. (2014)collected the data of 24 Viethamese banks for the period
2005 to 2013, including 216 observations. They used the r&tRGCA, ROE, COIl and NPL presenting to bank
performance to investigate the relationship between ownership structlbamak performance. The results indicate that
100% state owned banks, the state holds dominant shares and the statsh&dsbut not dominate have the
significantly negative effect on bank performance, higher non-peirfigrioans to total loans than private banks.

Some researches in Vietham show a negative correlation between state ownersbhignlartofitability.
However, these studies were based on relatively small samples and quantitagigetrawd not been robustness check
so the results may not be sufficiently reliable. In this study, asiteed a sample of 39 commercial banks and used the
GMM model to verify the sustainability of the model, increasing the relialafithe study results as a basis for some
implications.

In addition, the most recent research of Nguyen Thi Minh Hue and DamgjLam (2017) analyzed the data with
all the companies listed on two stock exchange of Viet Nam (included comnimxcled) in the period 2007-2014. The
empirical results of this study show that the higher the state ownéssttip lower the performance of listed companies
are. However, this result is based on all listed companies in all sectorstu@urf@cuses on the impact of state
ownership on the profitability of Vietnamese commercial banks (both listedrdisted).

3. Model and Methodology
3.1.The sample

Data employed for the purpose of this study were elicited from finasteis@ments of 39 commercial banks that
operated in the Vietnam banking industry during the years 2007-20&4ralv data are provided by Stoxplus.

The Stata v12 software is applied in this study to analyse theRizdariptive statistics are used to describe the
basic features of the data in this study. They provide simple summaoigstlad sample and the measures and assist in
exploring the data and identifying any potential data errors. The clear $ommedescriptive statistics will somehow
provide the probable answers to the results of regression analysig @&@7). In addition, correlation analysis is a
measure of linear association between state ownership and bank profit&hibtgtep along with the variance inflation
factor (VIF) quantifies the severity of multi-collinearity in an ordinary leastasgs regression analysis. Finally,
multiple regression analysis on the panel data is conducted to investigate the degree and direction of the variables’
relationships.
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Especially, the paper has applied an outlier rule to the variables which &tlodvep some variables that are
either not available or contain extreme values for certain indicators. Outlier deteeoy isiportant in many fields of
study, since an outlier indicates the bad behavior of the datdéseat{, 2015).The variables are winsorized at the 1st
and 99th percentiles to eliminate outliers so they are closer to within the nastnidlution curve. Furthermore, the
multivariate panel regression analysis framework based on the OrdinatySlgemse (OLS), the Fixed Effect (FE), the
Random Effect (REjnodels adopted to examine the determinants of banks profitability. Thentssts are conducted
to approach the panel data modeling and choose which model is better.

Generalized method of moments (GMM) modkelperformed in order to validate the results and fix some
disadvantages of FE model. The study uses a two-step GMM panel estimatbetsitbskedasticity-robust standard
errors introduced by Hansen (1982). Bagetnal.(2003) suggest that GMM makes use of the orthogonality conditions to
produce consistent and iefent estimates in the presence of heteroskedasticity. Two-step GMM results in more
asymptotic efficient estimates than one step. The GMM techniques are designed for gl NI samples (in this
study T=8 year, N= 39 banks) (Ommeren,2011)

To address endogeneity, following among others, Faizul Haque et al) (20d8ing heteroskedasticity-robust
version of Hausman test for every profitability variables. This has led tdifid&PL as potentially endogenous
variable. And it is easy to see that SIZE variable is the second endogen@idevhecause it has a two-way
relationship with dependent variables. Therefore, | use (first) lags of émelegenous variables. The validity of the
instruments is tested (test of over identifying restrictions) using the SangaHanserd statistic. And the exogenous
variable is used in this research is State ownership (SO).

3.2.Empirical model

Based on the conceptual framework which was presented in the literature, tiveiempirical models below are
estimated to test the hypotheses about the impact of state-ownership ondfi¢erbdljy:

Model (1) for the hypothesis H1:

Profitic = o + f1SO« + f2 LEVit + #3SIZEit + fa NPLit + f5 LIQ it + fsLOAN it + 7 D_YEAR: + &it (2)

Where:

Profity as measured by ROA, ROE for 39 firms (i=1,...... , 39) over the period 2007-2014 (t=1,...... , 8).

Independent variables consist ofiS®percentage of state ownership of commercial banks i in year t

This study controls for the effect of variables on profitability whichleverage (LEV), bank size (SIZE), non-
performing loan (NPL), liquidity (LIQ) and loan to asset (LOAN) (allthém are explained in the next section).
D_YEAR: is year dummy variables employed to control for the year effect. Fiigllig the error term.

Following the proposed hypothesis H1 in the literature review, it is expeaegl will be negative in model (1).

3.3.The variables

Return on Asset (ROAE included in the model as a proxy for the profitability of banks whalbulated as net
income divided by average total assets. The ROA ratio is generally wigkhyty analysts across the globe to conduct
financial analysis and evaluate a company’s ability to generate profits from its available total assets. In most cases,
higher ROA ratio indicates that a bank has better performance (La Port2@21Cornett et al., 2008; Bo Xu et al.,
2013).

Return on Equity (ROEjs calculated as net income divided by total average total equity. The ROE ratio g used
measure how efficiently a bank can generate profits from its shareholder’s equity.

State ownership variable(SOJ}he traditional approach of including the effect of state ownership listhét use
of a dummy variable (Ana Isabel Fernandez, 2005). However, state oipné®€)) in this study is measured by
percentage of equity shares held by state owners in a bank, consistémtpriani studies (Cornett, 2010; Antoniadis,
2010;La Porta, 2002; Ali Malik, 2015; Nguyen Hong Son, 2015). In tagearch, the proportion of state ownership
includes direct ownership by the government, state ownership of enterprises 88@H®) representatives of the State.

In accordance with previous studies, this research includes severasgmarific control variables representing
for: size, leverage, non-performing loan, loan to asset and liquidity.

Bank size (SIZE)is measured as natural leghm of bank’s total assets. There is still an unsure effect of this
variable on bank profitability. The study do Xu et al. (2013), Ali Malik et al. (2015), Faizul Haque (2015) indicate
that bank size has a significant positive impact on bank profitability. Maknwiith the same measurement of
profitability, Cornett et al. (2010) find that there is a negative signifietiatt of bank size on bank profitability. These
mixed results may be explained that bank size is a main variable whiatitisgly correlated to the bank performance
to certain degree, and when bank size passes certain level its impact getiankance will not be as significant as
before, according to Shleifer (1998).

Leverage (LEV)is calculated as equity divided by total assets indicating the degree of capitsh@def the
bank and its ability to resist financial distress, for example, meet liabilityp#ed risks such as credit risk. A posdiv
influence on profitability is expected for this variable. Empirically, thsitp@ relationship is often found in prior
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studies (Antoniadis et al., 2018pa Isabel Fernandez et al., 2000; Cornett et al., 2008)

Non-performing loans (NPL)The ratio of non-performing loans to total loans to measure a Haak'juality.
Because non-performing loans cause losses for banks, higimeperforming loans are associated with lower
profitability of banks (Simion Kirui, 2013). Many studies indicated thate¢ are negative effects of non-performing
loans on bank profitability (Cornett, 2008; Nguyen Hong Son et ag)201

LOAN is the ratio of loans to total assets. Loans might be the main busineangpactivity that have more
profitable than other, such as securities trading. The reseaFaizofl Haque (2015)Ali Malik et al. (2015) revealed
the positive relationship between loans to total assets and bank profitability.

Liquidity (LIQ) is another control variable that determines bank profitability. It is measured as bank’s liquid assets
to total assets. Das and Ghosh (2009) observe that higher liquid assmteipdor cash management and lower
interest incomes, leading to a decline in bank profiability.The net impact aflitigwn profit is expected to be
negative.

Theyear dummyvariable represents the influence of each year during the 2007-2€iddspon the profitability
of banks. The effects of each year on the performance of laaaldifferent, can have a positive or negative impact on
the profitability of banks. This variable was used in the prior studies é@ahal., 2008; La Porta et al., 2002; Micco
et al. 2004)

Some recent studies of bank profitability have shown macroeconomicnmgcsuch as economic growth or
inflation in explanatory variables, but the level of explanation is not high. Mereas the main objective of this
research is the impact of state ownership on commercial bank profitability imaxfiethe macroeconomic variables
have the same impact on all banks, the study does not include the macrdedodexin explaining the model

Table 3-1 Description of the variables used in thempirical analysis

No. Variables tSh){-:-n:/t;cr)ilablefor Description of the variable SEiz%ected

Dependent variables

1 Return on assets ROA The ratio of net income to total average assets

2 Return on equity ROE The ratio of net income to total average equity

Independent variables

1 State ownership SO Percentage o’f equity ghqres held by governn
or government’s companies in bank.

Control variables

1 Size SIZE Natural logarithm of total assets +

2 Leverage LEV The ratio of equity to total assets +

3 Non-performing loan NPL The ratio of non-performing loans to total loans| -

4 Loans LOANS The ratio of loans to total assets +

5 Liquid to asset LIQ The ratio of liquid assets to total assets -

6 Year dummy D_YEAR Ibn;Ir:Jkesnce of each year on the profitability -

Source: Author’s calculation
4. Analysis of Results
4.1.Descriptive statistics of data
The descriptive statistics is adopted first to investigate the situations and chaiesterfisVietnamese

commercial banks with state ownership. The purpose of descriptive statistichdkp tthe study in achieving solid
understanding and insights about state ownership of commercial baoke @eihg further regression analysis.

Table 4-2 Statistical summary of variables

Variable mean min max sd sum median
ROA .0118978 -.0148487 .0632271 .0102141 3.426564 .0106942
ROE .1073943 .0006794 4449051 .0750037 30.92956 .0965659
SO .2625617 0 1 .3178533 73.51729 .1476
LEV 1244277 .0290511 .505691 .0840565 35.83518 .0997887
SIZE 31.37767 28.31809 34.10852 1.289406 9036.77 31.28176
NPL .0182769 0 .1673265 .0226992 5.263745 .0160872
LOAN .5138757 .1560969 .8516832 .1458331 147.9962 .5066817
LIQ .0185987 .0001017 .1235943 .0238319 5.356437 .0097234

Source: Research findings
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As mentioned before, bank profitability indicators are presented by ROA, R@Eprofitability variables reveal
a wide range of average values across banks ROA varied rdB8%6 to 6.32%, whereas for ROE the range is from
0.67% to 44.49%. The average value of ROA of the Vietnamese commerdialchaing the period is quite low, only
1.18%. This shows that effective use of assets and management iquidiybanks did poorly. However, the average
value of ROE is rather high (10.73%) in comparison to ROA. State owpdithe average of 26.25%) showed the
contribution of the state ownership is quite lower than non-state ownérghip banking industry, but still higher than
the state ownership in different countries.

4.2.Correlation analysis

Table 4-2 outlines the correlation matrix of all sample variables. The functioarlation analysis is used to
determine whether a relationship between two variables is present, and how istnaiggt be. Simultaneously,
correlation matrix is also employed to test the ability of multi-collinearipeapng between two independent variables
in research model.

In general, most correlation coefficients among variables are quite lowysésaf Table 3.3 indicates that bank
profitability in term of ROA is negatively correlated with state ownersBipecifically, the correlation coefficient
between ROA and state ownership is -0.1355, while ROE has positre¢ation with state ownership which is 0.0630.

Table 4-2 Correlation matrix of variables

ROA ROE SO LEV SIZE NPL LOAN LIQ
ROA 1.0000
ROE 0.4472 1.0000
SO -0.1355 0.0630 1.0000
LEV 0.5323 -0.1959 -0.2606 1.0000
SIZE -0.3717 0.1936 0.4060 -0.6913 1.0000
NPL -0.2783 0.0951 -0.0273 -0.0927 0.0995 1.0000
LOAN 0.0330 0.0160 0.2914 0.0345 0.0548 0.0913 1.0000
LIQ 0.0523 0.1259 -0.2015 -0.0593 0.0535 -0.0234 0.2013 1.0000

Source: Research findings

The study conducts the VIF test for panel data to consider the extent of Hidtagdty in model. The results
show the VIF values of all independent variables are less than 10 thegggsting that a little multicollinearity is
present between variables (Hair et al., 2006). In addition, according to G(g#@8), correlation coefficients are
smaller than 0.8 is insignificant and acceptable.

4.3.Empirical results

Table 4-3 Pooled OLS, FEM, REM regression resultsfanodel (1)

OoLS FEM REM
VARIABLES ROA ROE ROA ROE ROA ROE
state -0.0000 0.0082 -0.0168* -0.0845 -0.0046* -0.0438*
(-0.00) (0.48) (-1.72) (-1.10) (-1.78) (-1.82)
LEV 0.0630*** -0.0953 0.0594*** -0.0942 0.0699*** -0.0618
(7.55) (-1.31) (5.24) (-1.06) (8.17) (-0.87)
SIZE 0.0000 0.0054 0.0002 0.0307* 0.0019** 0.0249***
(0.05) (2.07) (0.12) (1.82) (2.35) (3.37)
NPL -0.1045** 0.2739 -0.0506** 0.7804*** -0.0512** 0.7785***
(-4.62) (1.39) (-2.25) (4.43) (-2.46) (4.70)
LOAN 0.0015 -0.0152 0.0063 0.0591 0.0047 0.0249
(0.39) (-0.45) (1.14) (1.36) (1.16) (0.74)
LIQ 0.0312 0.4051** -0.0085 0.0249 -0.0122 -0.0610
(1.37) (2.04) (-0.25) (0.09) (-0.48) (-0.28)
Constant 0.0038 -0.0543 0.0071 -0.7753 -0.0475* -0.5956***
(0.21) (-0.33) (0.10) (-1.46) (-1.87) (-2.58)
Observations 280 280 280 280 280 280
R-squared 0.3426 0.0647 0.4752 0.3487
Year dummies NO NO YES YES YES YES
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Overall F-test 23.71 3.15 15.88 9.39

Pro>F 0.0000 0.0053 0.0000 0.0000

Wald (Chi2) 247.31 137.92
Pro > Chi2 0.0000 0.0000
Hausman test Chi2 5.73 4.92

Pro > Chi2 0.0167 0.0266

F-test that u_i=0 2.26 3.36

Pro>F 0.001 0.0000

t-statistics in parentheses
*** n<0.01, ** p<0.05, * p<0.1
Dummy variables are not shown

Source: Research findings

The result overall indicates mixed findings. Pooled OLS regression is applathlyze the link between state
ownership and bank profitability variables while controlling other determirdrés/erage, size, non-performing loan,
loan and liquidity without year dummy variable. There exists a negatieeteff state-ownership percentage on
profitability variable but not statistically significant.

The Hausman test is conducted to choose FEM versus REM. As shownéndTabthe Hausman test statistics
with dependent variables have Prob > Chi2 lower than 0.05, which indibatete unobserved individual effects are
correlated with the observed regressors. Thus, the REM may give hiadedconsistent estimators. The FEM model
allows controls for unobserved heterogeneity across banks and aihtiarent differences between the banks (Micco
& Panizza, 2006; Berrospide & Edge, 2010; Carlson et al., 20t®refore, the estimated coefficients of the FE
models can be unbiased and consistent.

Besides, pooled OLS estimator does not consider that data has different individualdieegeeriods and so it
ignores the panel structure of the data and simply estimates the coeffidier@amportantly, the usual standard errors
of the pooled OLS estimator are incorrect and tests based on themtaralid (Schmidheiny and Basel, 2011).
Therefore, pooled OLS estimator is not efficient. Also, the F-testtgtai’yo > F = 0.0000) shows that the FEM is
better than pooled OLS model.

Overall, in this research, FEM is better than pdo®L.S and REM to indicate the effect of state owhgr on
bank profitability.

FEM model also points out the coefficient of state ownership and profitabiliégm of ROA is negative and it is
statistically significant (10% level). State ownership has negative effect on RQEidinsignificant. The statistical
result and findings above tend to agree with existing literature on effestate ownership on bank performarice
Porta et al., 2002; Ali Malik et al., 2015; Cornet008).

The beta of ROA is -0.0168 which implying that 1% increase in ptxgerof state ownership is supposed to
decrease ROA by 1.68%. The R-squared of ROA is around 47.53% irgphan about 47.53% variance of profitability
variable in term of ROA can be explained by variance of independent variabbbggréission model. Whereas, the R-
squared of regression model of ROE is relatively lower at 34.87%.

In order to increase the efficiency of the FEM, the study condutest of Wald which checks up the presence of
heteroskedasticity between individuals and a Lagram-Multiplier test for seri@lation, of which advantage is that it
is not essential to specify if the model includes fixed or randoectsf{Camille et al., 2012J.able 4-4 presents the test
results ofheteroskedasticity and autocorrelatidie result of the Wald test shows that heteroskedasticity exists in the
FEM. Similarly, the Wooldridge test revealed the presence of autocorrelation imkieldls. Therefore, to deal with
these issues, the GMM is employed to deal with the problem.

Table 4-4 Results for heteroskedasticity and autocelation tests

ROA | ROE
Wald test for heteroskedasticity
Chi2 9933.87 696.63
Prob > Chi2 0.0000 0.0000
Wooldridge test for autocorrelation
F statistics 21.797 37.314
Pro>F 0.0000 0.0000

Source: Research findings

The GMM model is adopted with NPL and SIZE as potentially endogenoiables: Therefore, | use (first) lags
of these endogenous variables as instrument variables. And the exogenous iguabt in this research is state
ownership (SO).
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Table 4-5 GMM regression results of model (1)

GMM
VARIABLES ROA ROE
state -0.0147* -0.0441
(-1.79) (-0.50)
LEV 0.0474* -0.0012
(2.17) (-0.01)
SIZE 0.0065** 0.0237
(2.05) (0.56)
NPL -0.0535* 0.2686
(-1.76) (0.61)
LOAN 0.0005 0.0390
(0.04) (0.40)
LIQ -0.0874 -0.1613
(-1.23) (-0.16)
Constant -0.174* -0.5817
(-1.91) (-0.47)
Observations 280 280
Year dummies YES YES
Number of banks 39 39
Number of instruments 30 30
Arellano-Bond test for AR(2) Pr > z
0.535 0.729
Sargan test chi2(15) Prob > chi2 22.25 52.46
0.101 0.000
Hansen test chi2(14) 18.79 26.90
Prob > chi2 0.223 0.030

t-statistics in parentheses
*** n<0.01, ** p<0.05, * p<0.1
Dummy variables are not shown

As can be seen in above table, Robust check with static two step GMM indicatae &yt results are consistent
with the FEM model, state ownership consistently has a negative and statisiigaificant effect on the profitability
variables in term of ROA (at 10% level). However, the result for ROE variabldédailgoport this.

In GMM model with ROA variableHansen test and Sargan tesiow that theP valuewas greater than 0.1,
meaning that the hypothesis HO (the instrument variable is exogemasisjected, so the instrument variables used in
the model are appropriate. In addition, the model has a variable number whess (30) smaller than the number of
banks (39) that the result of GMM model is reliable. In additioa,AR (2) testesults in a value of P value greater than
0.1, meaning that the model has no autocorrelaiaustis included in the command to fix autocorrelation and
heteroskedasticity. Therefore, all the results in the GMM system are mea&ningfu

5. Conclusion

This paper sheds some light on the relation between state ownershiardngrofitability in Viet Nam. The
pooled OLS model, FEM, REM and GMM are conducted to analyse a balanced panet dat@isng 39 banks for the
period 2007 to 2014. Although state ownership percentage in bank bagedgwn recently, it is considered as an
important part of the bank ownership structure in emerging magteis|d not be ignored when analysing performance
determinants. Theoretically, a negative association between state ownership apobfitiility is existed because of
a number of reasons. The main reason is that state ownershipcbamk®nly function as government agents to full-fill
national development plans and pursue non-economic goals of maintsagiat)stability and employment rather than
profit maximization (Zhao Shi-Yong et al., 2013).

The study results suggest implication that following globally privatizati@nttteoretical studies in Section 1, the
results from the empirical model in Section 3, together with the State's oriertétiestructuring ownership in the
Viethamese banking system, and some examples from countries in the sartikeal@onesia before, the extent state
ownership in banks were pretty high but now they reduce to #9%hailand, the state ownership percentages is
approximate 21%, and in Philippine, this figure is only 13%, thereforereithection in the percentage of State
ownership is an indispensable trend.
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However, it cannot be immediately eliminated or minimized to the maximumtetstate ownership in banks.
The rapid privatization of banks in transitional countries is unlikelgucceed, but decreasing state ownership at a
certain degree may be necessary. Privatization of banks should be aniEmmpy improvements in corporate
governance, regulatory environment. Quick privatization can lead to thef lstsgeoproperty to some private or foreign
capital, which can lead to failure.
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ABSTRACT

In the era of Industrial Revolution 4.0, OTT (Over-The-Top) servitte® become more and more important as|
both work and entertainment purposes. Drawing upon the TAM, motightibaory and theory of critical mass, th
study aims to examine the role of critical mass and other drivers toveaetitiption of OTTs among the young usq
The results confirmed the impact of perceived critical mass on (1) OT Tiam¢o use (2) perceived usefulness and
perceived enjoyment. Perceived enjoyment was also found to have imp&TTobehavioral intention while th
influence of perceived usefulness, perceived ease of use and percéiveereisound insignificant.

Keywords: TAM, Motivational Theory, Perceived Critical Mass, Perceived Enjoyment, OTE@#taace

1. Introduction

Over the past few years, Vietnam has become a promising market for msts#ging apps with the success of
WhatsApp, Facebook Messenger, or iMessage, offering an alternativestly traditional SMS messages. Other
Internet services like Skype, Viber, Apple’s Facetime, Youtube and so on enable consumers to make free voice calls
text, see and share image, share video, facilitate real-time online communigaii@te chat room, music/video
sharing, games playing, online sales &lmse products are defined as Over the Top (OTT) which are ““the distribution
of voice, video and data services via the public Internet without the controllimagement of a mobile nestwork, fixed
netwok, or Internet service provider..”[1]. Compared to the conventional communication tools, such as emdilh&sr
several unigue communication features that are especially suitable for work as feelentertainment.

A number of researches have been devoted to adoption and diffusitechoblogies in recent years using
technology acceptance model (TAM) [2] [3] [4], yet researches on O&Tstdl limited. In addition, none of OTT
researches have taken into consideration the unique characteristics of OTT appbsati@mnmunication technology.
Unlike traditional information technology, the purpose of communication téopy is to facilitate collaboration and
cooperation. Therefore, benefits of using a communication technologyecachieved only when the majority of the
users accept and use the system [5]

Consequently, in this study, the author started with the technalomgptance model (TAM) and motivational
theories, then incorporated the concept of perceived critical mass as a prominenbfaslain the acceptance of
OTT. We ained to answer the questidfHow does critical mass affect the adoption of OTTa&nd “What are other
factors ading to the adoption of OTT?”

The rest of the article is organized as follows: The theoretical backgrounid stutly is described in the next
section. The third section introduces our research model of OTT usetaameeiResearch methodology follows in the
fourth section. Statistical results and the findings are then presented igefitibn. The article is concluded with a
discussion of implications of the findings and limitations of thdystu

2. Theoretical background
2.1.Technology Acceptance Model (TAM)
TAM (Technology Acceptance Model) is one of the most popular theogesiftg on technology adoption. TAM

[6] posits that an individual’s behavioral intention to use an technologyis determined by two beliefs: perceived
usefulness (PU), defined as the extent to which a person believesitigatuschnologywill improve his or her job
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performance, and perceived ease of use (PEU), defined as the deghéshta person believes that using a technology
will be free of effort. And these beliefs wilffect a user’s attitude which in turn determines user intention and user
behavior.

2.2.Motivation Theories

From the motivation approach, motivational models [4] suggest thatidodige can be extrinsically and
intrinsically motivated in adopting technolodyxtrinsic motivation refers to an individual’s engagement in an activity
as samething that is perceived to be instrumental in achieving some valuablenaestaand goals [4]Intrinsic
motivation indicates that an individual conducts an activity for its aate,ssuch as fun, enjoyment, and pleasure [4]
In the technology adoption literature, it is generally agreed that perceivednessfig an typical example of extrinsic
motivation, while perceived enjoyment is an intrinsic motivation [43]f9]. Enjoyment may be derived from the
interactions with other partners or conveyed from materials providpddiyusers

2.3.Critical Mass Theory

The Theory of Critical Mass was first proposed by [10] in social sciéndi&ating that a small segment of the
population chooses to make big contributions to the collective action. When apgliedtechnology area, the theory
implies that the success of a communication technology does not orlydidepan individual’s use of the technology
but also on thie peers’ responses to this use. Consequently, technology become more attractive asemadopt the
technology.

3. Research Model and Hypothesis
3.1.Perceived Usefulness

Perceived Usefulness (PU) is a key variable of TAM research, vithilitined as “the degree to which a person
believes that using a particular system would enhance his or her job performance”[4]. TAM literature suggests that for
users to adopt OTT, they need first find OTT as useful tool forawipg their communication efficiency, helping them
to communicate more conveniently with partners especially for work relatpadges. Hence when people believe that
the OTT application will enhance their working productivity and communicaificiency, they will be more likely to
accept this technology. Thus the first hypothesis is:

H1: Perceived usefulness is positively associatigd @TT intention to use

3.2.Perceived Ease of Use

In TAM research, perceived ease of use (PEU) is defined as “the degree to which a person believes that using a
particular system would be free from effort” [6]. As noted earlier, TAM research ([g}#] [9]) indicates that PEU is a
significant determinant of intention to use. It also claims that PEU exertapatt on perceived usefulness (PU) [9]
These arguments have been also empirically supported by many eadlies §tt] [12], we therefore hypothesize:

H2: Perceived ease of use is positively associated @ith intention to use

H3: Perceived ease of use is positively associatedpeticeived usefulness

3.3.Perceived Enjoyment

According to [4], perceived enjoyment is defined‘éme extent to which the activity of using a specific system is
perceived to be enjoyable in its own right, aside from any performance consequences resulting from system use”. A lot
of studies ([4] [13]) have found that perceived enjoyment, astangic motivation, has an important influence on a
user’s technology acceptance, especially for hedonic systemsAs OTT often has rich entertainment functions and users
can obtain great enjoyment while using it, we expect that users wilhitbhesically motivated to adopt an OTT
technology. Thus perceived enjoyment is expected to prameate intention of accepting OTT. Hence we suggest:

H4: Perceived enjoyment is positively associated wilfT @tention to use

3.4.PerceivedRisk

As defined by [14], perceived risk is an assessment of the posgilbitity event taking place that may impact
the achievement of its objectives. Such events that may increasekthegasding the misuse of information or failure
to safeguard information by receivers. Earlier research have found tieaiveerrisk is related to intention to use
technology such as mobile commerce and online transactions [13}jliBjs paper, the perceived risk pertains to the
probability that the transmitted information may be compromised bynfbemation receiver. If the perceived risk is
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high, the users may not be willing to use OTT. Hence the followipgthgss is proposed:
H5: Perceived risk is negatively associated withT@iention to use

3.5.Perceived Critical Mass

In social science, critical mass refers‘tbe idea that some threshold of participants or actions has to be crossed
before a social movement explodes into bBgifiL7]. Although the actual critical mass is difficult to measure, an
individual may have a perception of whether an innovation reachesésidld of critical mass and such perception is
termed “perceived critical mass” in prior studies [5]. In this study, perceived critical mass is defined as theeden
which a person believed that most of his or her peers are usingstamsAs noted earlier, communication technology
like OTT is different from traditional information technologies because it iregjucollective efforts and
interdependence between two or more people. A large number base ooglkel€ncourage more participation into
OTT. These influences have been tested and found to be significant in seveiridarsudies (e.g. [18][5])Thus we
propose:

H6: Perceived critical mass is positively associatéti OTT intention to use

Figure 1: Research Model
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The impact of perceived critical mass anindividual’s acceptance of a particular technology may be explained
by concepts of information role of the group [1i{formational influence occurs when a group member considers
information from other members as trustworthy evidence aboutyrealit create his/her perception or behavior based
on this sourceRegarding OTT, potential users may have witnessed other peers usihépOdarious purposes and
learned about the features and functionalities of technology through vfondowuth, demonstrations, etc. Such
information exchange and the perception that most of their peers agetlusitechnology may persuade people to
believe that the OTT is indeed useful. Therefore, perceived critical mass canttafgerception of potential users
about the technologyusefulness.These arguments lead us to the hypothesis:
H7: Perceived critical mass is positively associated with perceived usefulness
The Critical Mass Theory has algwinted out that there are some individuals who have “the personal
characteristics of being sought after” by others ([19],p.503). These individuals may gain pleasure and enjoyment fro
being sought after, and this may create an enjoyable atmosphere {pthgssommunication technology. On the other
hand, if an individual perceives that many of his or her friemdk @artners use OTT, the perception of having fun
collectively or being present with each other via OTT may be higher. Weusypothesize:
H8: Perceived critical mass is positively associated with perceived enjoyment

4. Methodology

To answer the research questions, the author conducted an sunieyy via Google Doc. in February-March
2016 with 254 respondents from Danang. The sample was conthesigrcted, composed of students, fresh graduates,
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entry-level employees or employees in the age range from 18 Tthid35group seems perfectly appropriate respondents
for the study as they live in an urban environment, trendyededéhnology and take services and apps like OTT for
granted in their daily life.

The author measured all research variables using Likert 5 point scales adaptgdidrostudies, making minor
modifications to tailor them to the Viethamese context. The authoreztitgrns for intention to use from [9]; items for
perceived critical mass from [18], items for perceived enjoyment f&0hand [4]; items for perceived usefulness
from [4], items for perceived ease of use from [9], and itempdeceived risk from [21]. Description of items and their
sources are provided in Appendix 1.

5. Data Analysis and Results

Regarding the sample, 83.5% of respondents were between 18 pear@®ld. 12% of them held a postgraduate
degree, the rest were undergraduate level.

Data was analysed in Partial Least Squares (PLS) via the SmartPLS.2.0.M8tréstwral equation modeling
technique, PLS model is able to specify the relationships among theyimglednceptual constructs (structural model)
as well as the one between measures and constructs (measurement Toslaflethod provides more accurate
estimates of the paths among constructs which are typically biased downyvandalsurement error when using
techniques such as multiple regression [22] [23]. Furthermore, partial leasestructural equation modeling (PLS-
SEM) was found to outperform covariance-based structural equatidelimp (CB-SEM) (eg. LISREL, AMOS) in its
ability to deal with nonnormality and smadl-medium sample sizes [22] [23].

Following the two-step analytical procedures recommended by [24]irsteetamined the measurement model
and then the structural model.

Table 1: Sample Characteristics

Characteristics Criteria Number (N=254) Percentage
Gender Male 76 29.9
Female 178 70.1
Age Between 18- 25 212 83.5
Between 26 30 36 14.1
Between 30- 35 5 2.0
Above 35 1 0.4
Education High school 2 0.8
College-University 238 93.7
Postgraduate 12 4.7
Other 2 0.8
OTT Experience Under 6 months 42 16.5
Between 0.5-1 year 81 31.9
Between 1-2 years 71 28.0
Above 2 years 60 23.6
Average time per use Under 30 minutes 24 9.4
Between 30- 60 minutes 31 12.2
Between 1-2 hours 37 14.6
Above 2 hours 162 63.8

5.1.The Measurement Model

The measurement model was assessed on its convergent validitisemalidant validity. Convergent validity
indicates the correlation among the items of a scale that are theoretically vidated indices: composite reliability
(CR) and average variance extracted (AMER of a construct is a commonly used measure to check whether the scale
items measure the construct in question or other (related) constructgef&ttEs the overall amount of variance in the
indicators accounted for by the latent construct. CR and AVE shaulehdye than 0.7 and 0.5 respectively to be
acceptable [25]Table 2summarizes the factor loading3R, and AVE of measures of the research model. All factors
fulfill the recommended levels of the CR and AVE. The factor loadafall items also exceed the required level of 0.4
[26].

Table 2: Constructs and their convergent validity ndicators

Construct AVE CR Items Factor Loading

) ) EN1 0.8614
Perceived enjoyment (PE) 0.7432 0.8967

EN2 0.8390
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EN3 0.8853

Intention to we(IB) 0.8551 0.9219 181 0.9296
IB2 0.9198

PCM1 0.7534

Perceived critical mass (PCM) 0.5727 0.8427 PCM2 0.7286
PCM3 0.7669

PCM4 0.7776

PE1 0.8814

Perceived ease oba(PEU) 0.7519 0.9008 PE2 0.8983
PE3 0.8199

PR1 0.7545

Perceived risk (PR) 0.5901 0.8073 PR2 0.5946
PR3 0.9206

PU1 0.9161

Perceive usefulness (PU) 0.8101 0.9275 PU2 0.8811
PU3 0.9025

Note: CR: composite reliability, AVE:average variance extracted

Discriminant validity is the extent to which the measure is not a reflectiothef variables. As showin Table
3, discriminant validity of the model is validated as the square rabedverage variance extracted for each construct
is higher than the correlations between it and all other constructs fi@sling that that items of same construct share

greater variance than with the items from other constructs.

Table 3: AVE and Correlation between Constructs

IB PCM PE PEU PR PU
Intention to uselB) 0.9247 0.0000 0.0000 0.0000 0.0000 0.0000
Perceived critical mass (PCM) 0.5366 0.7567 0.0000 0.0000 0.0000 0.0000
Perceived enjoymenPg) 0.4911 0.3642 0.8629 0.0000 0.0000 0.0000
Perceived ease of use (PEU) 0.4439 0.4475 0.4766 0.8671 0.0000 0.0000
Perceived riskRR) 0.2398 0.3676 0.1286 0.2342 0.7681 0.0000
Perceive usefulnesP{) 0.3280 0.3888 0.4271 0.4312 0.0912 0.900

Notes: Square root of AVEs are showed on the diagjo

The author also examined item loadings and cross-losittingheck whether the measurements satisfy the two
criteria for discriminant validityf26]: “an indicator loads higher on the constriids intended to measure rather than
other constructs; and each block of indicators loads higher for its regpecinstructs than indicators for other
constructs”. As shown inTable 4 on the same columns, item loadings of the respective construct arehall thign
loadings of the other items used to measure other constructs. Furtheomdhe, same rows, the item loadings are
shown higher for their corresponding constructs than for others.

Table 4: Loading and cross loadings of items

B PCM PE PEU PR PU
EN1 0.4472 0.2787 0.8614 0.4385 0.1141 0.3935
EN2 0.3508 0.2696 0.8306 0.3814 0.1215 0.3732
EN3 0.4589 0.3805 0.8786 0.4110 0.1008 0.3444
IB1 0.9292 0.5203 0.4467 0.4415 0.2412 0.3119
IB2 0.9201 0.4709 0.4658 0.3778 0.2011 0.2943
PCM1 0.4100 0.7519 0.2084 0.3085 0.3073 0.2457
PCM2 0.3538 0.7272 0.2386 0.3468 0.2180 0.3729
PCM3 0.3504 0.7671 0.3011 0.3130 0.2794 0.2827
PCM4 0.4965 0.7799 0.3046 0.3783 0.3070 0.2755
PE1 0.4405 0.4218 0.3885 0.8814 0.2180 0.3939
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PE2 0.3692 0.3468 0.4162 0.8983 0.1413 0.4121
PE3 0.3358 0.3983 0.4414 0.8199 0.2609 0.3054
PR1 0.1536 0.3588 0.0886 0.2110 0.7545 0.1650
PR2 0.0282 0.1417 -0.0383 0.0145 0.5945 -0.0435
PR3 0.2504 0.2971 0.1085 0.2086 0.9206 0.0360
PU1 0.3030 0.3929 0.3820 0.3528 0.1017 0.9161
PU2 0.2354 0.3051 0.3069 0.3116 0.0870 0.8810
PU3 0.3328 0.3455 0.3966 0.4765 0.0614 0.9026

Note: Intention to use (IB), Perceived critical mgB CM), Perceived enjoyment (PE), Perceived edgsen(PEU),
Perceived risk (PR), Perceive usefulness (PU).

5.2.The Structural Model

The results of PLS analysis with estimated path coefficients and asddeiatieies are shown irror! Not a
valid bookmark self-reference. and summarized in Table 5. T-values were calculated by using the bootstrap
resampling procedure in PLS. Six out of eight paths exhibited a p-valéhen 0.05. The?Rralue shows that 40.4 %
of the variance in OTT intention to use was explained by perceived critiags and perceived enjoyment.
Furthermore, the 13.3% of the variance in perceived enjoyment, 23.4étcgiyied usefulness were accounted in the
model. Among the two beliefs, perceived critical mass revealed the stiomggest on intention to us@=0.353, t
=5.279 than perceived enjoyment did ®=291, t=4.293).

Figure 2: Results of PLS analysis (*p<0.05*p<0.1)

Perceived
enjoyment

R?=0.133
0.364

(t=5.438)

Perceived
0.245% critical mass

Perceived
usefulness

intention to use
R2=0.404

0.1363**

Perceived
ease of use

0.0404
(t=0.749)

Perceived
risk

Notes: * significant at 0.05, ** significant at 0.1

Table 5. Results of hypothesis testing

Hypothesis Results
H1: Perceived usefulness is positively associated with OTT intention to use Not Supported
H2: Perceived ease of use is positively associated with OTT intention to use Not Supported
H3: Perceived ease of use is positively associated with perceived usefulness Supported
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H4: Perceived enjoyment is positively associated with OTT intention to use Supported
H5: Perceived risk is negatively associated with OTT intention to use perceived Not Supported
H6: Critical mass is positively associated with OTT intention to use Supported
H7: Perceived critical mass is positively associated with perceived usefulness Supported
H8: Perceived critical mass is positively associated with perceived enjoyment Supported

6. Discussion and Implications

Drawing upon the critical mass theory, the study shows that perceitied| anass has substantial impacts on
intention to use, perceived usefulness and perceived enjoyment. Thealstnidinds that perceived enjoyment, as an
intrinsic motivation, is an important determinant of OTT intentional usal#e the effect of extrinsic motivators such
as perceived usefulness, perceived ease of use has not been feanderceived risk is not revealed to influence OTT
intentional usage.

The most interesting finding of this study is the effects of peededritical mass on OTT intention to use. This
finding indicates that a user’s decision to use OTT is influenced by the number of their peers/friends/familygutie
application, in line with [18][5]. This role of critical mass may be ex@diby the impact of informational and
normative influence on group behavior [17]. Since the use of OTmastly voluntary, the author believes that
perceived critical mass does not significantly relate to normative norm but to ational influence.

The study also revealsaththe critical mass affects the OTT users’ perceived usefulness and enjoyment. The
positive impact of perceived critical mass on perceived usefulness magribeddfirst by network externality impact
[27] which means that OTT benefits that can be gained as the nurmipeople use the technology increases
Furthermore, as more peers use the technology, potential users obsesvexamples of using the technology, they
may perceive that the technology is more useful. The positive correlativedreperceived critical mass and perceived
usefulness is expecteldegarding the enjoymerthe perceived widespread use of an OTT may persuade potential users
to believe that experiencing technology is probably fun, enjoyable and collggtigasant.

However, this study does not find support for the effect of pexdedase of use, conflicting with [18] [5], but in
line with [6] [28]. One explanation is that as users are more experiendggahnologies are more user-friendly, ease
of use has become less of a factor in technology acceptance decisidB89]231].

Regarding the insignificant perceived usefulpess finding is inconsistent with most of prior TAM studies
[6][9]. This intriguing result can be explained by the fact that OTTiegtjpns are used primarily for entertainment or
leisure activities. Consequenthpeir usefulness is not as important as work-based applications, wiielthe focus of
earlier studies.

Surprisingly, the authodetects no significant influence from perceived risk to behavioral intentionflicting
with prior studies [32]. Here the leisure nature of OTT may interferéleV@TTs are used mainly for entertainment
purposes, they create almost no risk, especially ones related to informatpawl as

The findings have several practical as well as theoretical implicafitrsstudy’s results suggest that OTT
providers should pay intensive attention to the achievement afcalcmass of users in early stages of OTTs. Selecting
appropriate individuals and groups to participate in the initial introductiomu¢sattto this purpose. For instance, OTT
provider may first target well-established groups whose members haeerelationships, because members of such
groups are more likely to be influenced by their peers.

Secondly, since perceived enjoyment is found to has&nificant impact on users’ OTT intention to use,
practitioners should focus on OTT features which create fun andne@jdyto maximizeprospective users’ likelihood
to adopt OTT. Then again, perceived enjoyment is significantly rdeted by perceived critical mas®TT users
expect a large number of their peers to enjoy the technology.

From a theoretical point of view, the results empirically confirm the presatErperceived critical mass in OTT
acceptance. The study also confirms the importance of perceived enjoyraaribsic motivation of OTT adoption.
The proposed model provides a foundation for further study opéheeived critical mass and enjoyment constructs
More attention should be paid to the strategies to create a fun, pleasant collective envirmn@€mntufsers.

The results of this researshould be interpreted while taking into account the study’s limitations. The first
limitation might be the omission of important variables. The theoreticabhamtounts for 40.4 % of the variance in
intention to use, which suggests that some important predictors enmysking such as individual factors, including
gender, age, experience, voluntariness [33] [9], cultural backd84h The second limitation regards the fact that the
data were mostly collected from university students. Although the neamwitof university students as research
participants in this study is justified as they are major OTT adoptefisateg of this study with other age groups and
in other countries will ensure the generalization of the results
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Appendix 1: ltems and sources

Construc Code ltems Source
t

Perceived EN1 I would find using OTT to be enjoyable [4]
enjoyment EN2 Using OTT would be pleasant

EN3 | like using OTT
Perceived PU1 Using OTT in work helps me to accomplish more quickly [6]
usefulness PU2 Using OTT wouldincrease my work productivity

PU3 Using OTT makes my job easier
Perceived eas PE1 Learning to use OTT is easy for me [6]
of use PE2 OTT’s interface is simple and easy for use

PE3 It would be easy for me to be skilful at using OTT
Perceived PCM1 | Most of my colleges use OTT [18]
critical mass PCM2 | Most of my family and friends use OTT

PCM3 | Most of the people | communicate with use OTT
PCM4 | In my opinion, a large number of people use OTT

Perceived risk PR1| I would not feel secured providing personal details in using OTT [21]

PR2| I am worried to use OTT because others may access to my
account

PR3 | I would not feel secured in sending sensitive information via OTT

Intention of use IB1 | | intend to continue to use OTT in future [20] [9]
IB2 | 1 would use OTT in my daily life
IB3 | I plan to use OTT frequently
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ABSTRACT

Although a considerable amount of research has been conducted to conceptaalizgersonality, no study y
developed a brand personality scale in Vietnam. This study responds to criticism of Aaker’s brand personality measures
that embrace other aspects of besides brand personality, we applied tHefmitien of personality and developed
brand personality scales in Viethamese context consisting of brand persdaeaftity only. Viethamese (n=246
participated in a study with 16 brands. The scale consists of fiwendions (Extraversion, Agreeablene
Conscientiousness, Neuroticism, Openness) that show an affinity wiBigh-ive human personality dimensions. T|
findings suggest that the scale can be applied in Vietnam in future resednstamaagerial implications regarding t
use of brands are discussed.

Keywords: brand personality, brand personality scale, brand personality messaleegdevelopment, Vietnamese.

1. Introduction

Consumer behavior is a complicated area and takes many attentions fracadkeeny and practice in marketing.
Consumers buy a product or brand is not simply based omititg of itself, but on so base on the “invisible” values
from them. Following the development of science and technology émtrgears, the difference in product physical
attributes is no more a competitive advantage. Thus, the symbolic valuesndf gmove their important role in the
success of brands. Brand personality that is considered as amaimyfactor in creating symbolic values (added-value)
for brands need to be concentrated.

Although the topic of building the brand personality scales hasgewhen recent years, however, the result
showed the inconsistency, particularly in the replicability of the facorsng different cultures. In addition to that,
Vietnam after the implementation of the ‘opening and reform’ policy in 1991 has become a fast-growing economy in
the last 20 years. With the increase in the spending of the consuiearam welcomes more and more foreign
companies to have business in Vietham market lead to the advertising activitiesralequently growth. Thus, these
brands increase their marketing activities, particularly in building a brandraditgdor their brands. However, lack of
research in Vietham concentrates on testing or building a brand personadlitgtfeam culture perspective.

Since Aaker’s [1] seminal paper, the field of brand personality has rapidly grown in vergmetors, such as
tangible products, service, company, retail channel, etc. The criticisms around Aker’s definition of brand personality
still raise a big question about the ability to replicate her scale of branchaltysan many different countries and
product categories [2, 3]. The main concern is the debate amongrécaddout should or should not involve other
characteristics beyond the personality traits in brand personality scaless paper, we agree with the pure brand
personality definition of psychologists that is the “set of personality traits” only [4] without other characteristics.
Previous studies about brand personality scale in Asia countries (Japdh, Kfmaa, and China) showed the
inconsistency result in the dimensions of scffie®]. Thus, a total replication these scales that majority used Aaker’s
model is not convinced.

In sum, this paper aims to return to the basic of brand persoaatitgevelop a personality scale for Viethamese
context based on the rigorous definition of brand personality that excludesaghersonality items. In our knowledge,
this study is the first study in Vietnam tries to build a brand personeditgsin the Viethamese context.

* Corresponding author. Tel.: +84905915510.
E-mail address: baotdq@due.edu.vn
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2. Literature Review

This section developed two points. The first aims to define the conickrra personality and the importance of
measuring brand personality by means of personality itemsTimtysecond is to review the different versions of brand
personality scales in recent years.

2.1.Brand personality definition

Aaker’s [1] definition of brand personality is “the set of human characteristics associated with the brand.” Aaker’s
definition is the first definition of brand personality. However, it isjgat to many criticisms, particularly in regard to
its overly vague and “catch-all” character [3]. Aaker defined personality in terms of characteristics instead of tigs;
definition is opposite with the psychologist definition of persondlisit purely contains trait only. Psychologist defines
the substance of personality as “the systematic description of traits” [4], where traits are “relatively enduring styles of
thinking, feeling, and acting” [8]. The significant achievement of researchers on the taxonomynoér personality,
consensus rests upon the five dimension of the Big-Five model thatlgs a competence of personality: Extraversion
or Surgency, Agreeableness, Conscientiousness, Emotional Stability Metgagicism, and Openness or Intellect [9]

Aaker started from Big-Five items, but completed them with, amongst otiegs, social-demographic
characteristics [10]. Whereas Big-Five researchers deliberately exclude gaddsocial class [8RAaker [1] includes
feminine, upper class, young, etc. in her scale. Other researchers adopted Aaker’s definition also prove that not all their
items are real personality traits and came up with the items such édogng, healthy, old, new, heavy, and big
[11], or cost-effective and financially stable [12]

Besides the criticisms on “too wide and loose” definition, brand personality definition of Aaker still contains a
validity problems and leaves researchers and practitioners uncertain of whatcthally measured: the perceived
brand personality (a sender aspect) or perceived users characteristics (sspees) [10]. Brand personality forms a
major component of brand identity. Kapferer [13] developed a brand idenity that considers brand as a speech
following from a sender to a receiver. Kapferer [13] argues thatrthelbdentity dimensions of physique (i.e., physical
features, and qualities) and personality (i.e., human personality paitsie the sender. The identity dimensions of
reflection (i.e., image of the target group) and self-image (iosv,the brand makes consumer feel) depict the receiver.
The dimension of culture (i.e., values) and relationship (i.e., moderafuct) from a bridge between the sender and
receiver. Konecnik and Go [14] prove that most researchers agree the ofhiatobrand identity (and brand
personality) is best understood from the sender-side and brand fimagthe receiver-side perspective. For example,
user imagery often is not often the same with brand perspifiif. Plummer [16] found that consumers perceive the
stereotypical user of Oil of Olay as “a pretty, down-to-earth, solid, female citizen,” whereas the brand personality of Qil
of Olay is more upscale and aspirational. Aaker’s scale mixes up sender and receiver aspects and embraces a mix of the
different identity concepts. For instance, Aaker and Joachimsthalgs figdel showed that the mixing up ‘the brand
as a product’ with ‘the brand as a symbol.'

Azoulay and Kapferer [3] argues that it is important to make a distinction beteeder and receiver and each of
composing elements of brand identity in both theoretical and prastéaahirement instruments. Consider to Kapferer’s
identity prism [13], Aaker scales also pertains to inner values (cultping}ical traits (physique), and typical user
characteristics (reflection) [3The researcher of this study accept the definition of brand personality is “the unique set
of human personality traits both applicable and relevant to brands” [3].

2.2.Brand personality dimensions

Aaker [1] developed a theoretical framework of brand personalitgmiions including Sincerity, Excitement,
Competence, Sophistication, and Ruggedness presents an importémt stegketing researchers to examine symbolic
meanings of brands. Comparing with five dimensions of BigFiodel, there are three dimensions in Aaker [1] five-
factor structure of brand personality. Sincerity taps into traits obdasleness and Conscientiousness. Excitement
includes items like Extraversion such as sociability, energy, and ac@®otyppetence contains the trait items that can
find in Conscientiousness and Extraversion. The other two dinmensSSophistication, and Ruggedness, do not relate to
any Big-Five dimensions.

After Aaker, many empirical studies replicate her framework acrossresiltiHowever, the result showed
inconsistency in the result, particularly in Asia countries that appear neamylimensions (table 1). In addition, the
majority showed they fail to replicate all five dimensions of Big-Fivel@hoThis result is not too surprising since most
of them use Aaker’s broad definition of brand personality. However, Caprara, Barbaranelli [18] and Ferrandi and
Valette-Florence [19] are some few researchers try to build a brand gléysenale that can replicate the Big-Five
model of human personality. Only Ferrandi and Valette-Florence [19] sudbessiplicate a Big-Five model in
building brand personality scale in the French context.

Considering the all the factor structures in table 1, it is marked that @bthe dimensions that related to Big-
Five model appear more often than other dimensions. Extraversiotrarelsion appears 6 times as a pure dimension
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and Conscientiousness 9 times. Agreeableness shows up istaitjes and Openness emerge as a pure dimension in 6
studies, and Emotional stability two studies. In majority studies, thendiores emerge that consist of a mix of items
belong to two Big-Five dimensions or split from one Big-Fivaelision. The dimensions (Sophistication, Ruggedness,
White collar, Western and Androgyny) that do not show an affinith Wie Big Five dimension do not contain any

trait.

In sum, the loose brand personality definition includes a construct ygidiblem and leads to brand personality
dimensions that do not cover the personality traits. This studies dewvddognd personality based on the personality
traits only and take the definition of Azoulay and Kapferer [3] asuadation. We expected to find a scale could
replicate all five dimension of Big-Five model.

Table 1. Resemblance of brand dimensions to Big Fewdimensions (modified from [10])

Author(s) Country Big Five-like dimensions Other dimensions
Aaker [1] USA Sincerity (A-C), Sophistication,
(brands) Excitement (E), Ruggedness
Competence (&)
Aaker 20] Japan Sincerity (A-C), Sophistication
(brands) Excitement (E),
Competence (A)
Peacefulness (B&)
Aaker [5] Japan Sincerity (A-C), Sophistication
(brands) Excitement (E),
Competence (A=)
Peacefulness (&)
Spain Sincerity (A-C), Sophistication
(brands) Excitement (E),
Peacefulness (B&)
Passion (E®)
Caprara, Barbaranell Italy (brands) Markers of 1 (A-E), and =
[18] (E-0)
Ferrandi and Valette France Introversion (opposite E),
Florence [19] (brands) Agreeableness,
Conscientiousness,
Emotional Stability,
Openness
Sung and Tinkham [11] USA Likeableness (A), Sophistication,
(brands) Trendiness (O), Ruggedness,
Competence (C), White collar,
Traditionalism (O) Androgyny
Korea Likeableness (A), Sophistication,
(brands) Trendiness (O), Ruggedness,
Competence (C), Western,
Traditionalism (O) Ascendancy
Chu and Sung [6] China Competence (C), Joyfulness,
(brands) Traditionalism (O), Sophistication,

Excitement (E),
Trendiness (O),

Note: Letters between parentheses in the third column refer to the Big Fivestine E=Extraversion

A=Agreeableness, C=Conscientiousness, ES=Emotional Stability, and O=Qpennes

3. Methodology

3.1.Selection of brand personality items

This study agrees with the definition of brand personality is “the set of human personality traits both applicable
and relevant to brands” [3] and exclude all characteristics related to social, functional attributes, defmicgrap
characteristics user imagery, brand attitudes, etc. We begin to build a sdaknfbpersonality based on the selection
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of personality traits from the human personality. Thus, this reseaodseh the human personality Mini-Makers (short
version of Big-Five) scales of Saucier [21] to develop the brand p#itsoscale in the Vietnamese context. We chose
the Mini-Marker scale because (1) this scale was developed from thgabsggale of Goldberg [22] and (2) original
scale with 100 items is too long and creates respondent fatigue. The MkerMaales showed the consisting with
original scale in gathering the traits into 5 dimensions and was verifiedansitidies [23, 24]. In addition, the shorter
version supports the respondent to answer the questionnaire faster, rettubedmess. Next, we translated the Mini-
Maker scale by using back translation approach. Two English expén&ually translated 40 items from English to
Viethamese and worked together to deliver a final Viethamese version. The saegswas applied to translate back
from Vietnamese to English. We compared two versions and consulte&Emnglish experts to have a final version of
Vietnamese Mini-Marker scale. Human personality has naturally both positivaemadive traits. Thus, the Mini-
Makers scale also contains 20 positive and 20 negative personality traits.

After that, we ask 16 marketing experts to help us evaluate 40 itemesabitity to apply for a brand base on the
9-point Likert scales (from totally cannot apply for a brand to totalty aaply for the brand). The result (table 2)
showed that majority negative traits and positive traits divide into twapgt These positive traits have the higher
mean score than negative traits (with the highest mean score of a @dgatiis 3.25). However, there are two traits
exchange their position, “quite” move to the positive group and “talkative” move to negative group. This happens is
resulted from the changing in the meaning of these traits when translating to Vietnamese. In Vietnamese culture, “quite”
means “diéu dang, tim tinh” is a prefer personality trait of human, and talkative means “ba hoa, néi nhiéu” is the
opposite one. Finally, we chose 20 positive items that had a higher evafuatiothe experts to use in our study. This
result is not surprising because companies often build their brand with pasitiseather than negative [1, 25]

Table 2. The result of selection personality trait§items)

No. ltems Mean S.D No. ltems Mean S.D

1 Creative 6.8125 0.54391 21 Talkative 3.25 1.73205
2 Imaginative 5.8667 1.55226 22 Cold 3.1875 1.86971
3 Deep 5.75 1.69312 23 Uncreative 3.0667 2.25093
4 Energetic 5.75 1.43759 24 Inefficient 2.5625 2.3085
5 Warm 5.6667 1.23443 25 Withdrawn 2.5333 1.76743
6 Bold 5.5 1.36626 26 Temperamental 2.4375 1.31498
7 Quiet 5.375 1.62788 27 Moody 2.375 1.08781
8 Relaxed 5.1875 2.04022 28 Shy 2.375 1.5864
9 Sympathetic 5.1875 2.10456 29 Bashful 2.3333 1.39728
10 Intellectual 5.125 2.15639 30 Touchy 2.3333 1.67616
11 Kind 5.0625 1.91377 31 Unsympathetic 2.2667 1.57963
12 Practical 4.8667 1.45733 32 Disorganized 2.1333 1.64172
13 Extraverted 4.75 1.84391 33 Unintellectual 2.0667 1.43759
14 Efficient 4.6875 2.18232 34 Jealous 2.0 0.89443
15 Cooperative 4.5625 2.18994 35 Envious 1.8 0.94112
16 Philosophical 4.0667 1.94447 36 Fretful 1.7857 1.3114
17 Systematic 3.8125 1.93972 37 Careless 1.75 0.93095
18 Organized 3.625 1.66833 38 Rude 1.6875 1.19548
19 Unenvious 3.5333 1.50555 39 Harsh 1.5625 0.72744
20 Complex 3.3125 2.02382 40 Sloppy 1.5625 0.62915

3.2.Selection of brands

Previous authors on brand personality argued that brand persooaléynsed to test in the group of brands with
the various product category. These brands need to represent for ali brahd market and gain knowledge from
respondents. Customers evaluate brand through consumption situdtiwefofe, we selected products for this study
following the consumption situations [26], include products belongit@te consumption situation, brands belong to
public consumption situation and brand can use for both situations.

We ran a small research to ask respondents rate their opinion about 40 diffedercts, give a brand for each
product, and divide it into three groups of consumption situatiogpd®lents answer three questions: which product
are you using now? Give a brand for each product, and whigtisit do you use this product? The third question used
9-points Likert scale from ‘totally use in private situation’ to ‘totally use in public situation.' We chose two products for
each privacy and public situation, and four products for both sitisathith each product, we chose two brands;
therefore, there are totally 16 brands in this study (table 3).
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Table 3. List of selected brands

Consumption situation Product category Brands
Private situation Personal cleaning Close up, PS
Washing Omo, Tide
Public situation Automobile Honda, Yamaha
Mobile phone Sonny, Sam Sung mobile
Both private and public Non-alcohol drinking Pepsi, Coca Cola
situation Household electronic Sony TV, Sam Sung TV
Alcohol drinking Beer Sai Gon, Heineken
Laptop Dell, Lenovo

3.3.Participants and procedure

We delivered 3200 questionnaires for 16 different brands (200 questiamfor each) that involved in this study.
We used convenience sampling to collect the data from the student of Damiaegsity. The sample after the data
collection is 2465 students (undergraduate, graduate, and part-timetstd®hn % male, and 50.3 female) from 17 to
47 years old. The questionnaire includes 2 main parts: respondents evaupégstinality of one brand, and some
demographic data will be collected. Each respondent rated one brand on trecB®items using 9-point Likert scales
(1= totally agree, 7= totally disagree). Only the participants who indicatedéahgevof the brand qualified to proceed
with the questionnaire.

4, Result

Exploratory Factor Analysis

We first employed exploratory factor analysis (EFA) to purify scaleabse (1) the main focus of this stage to
identify the underlying structure of brand personality dimensas(2) the analysis of this stage is truly exploratory
procedure. We purposed to find a replicate Big-Five scale; thus, ac tfie factors to extract in five. Each item with
the factor loading lower than .4 [1] was removed respectively, ébeltrshowed four items were removed (i.e.,
complex, extroverted, philosophical, unenvious) and the EFA was (tahla 4).

Table 4. EFA result for brand personality dimensiors (promax rotation)

Five dimensions of brand personality scale

Iltems 1 2 3 4 5

Bold .759 -.059 .281 JA11 .158
Cooperative 742 .273 .283 .301 .332
Creative .653 .184 .696 .008 .379
Deep .590 .373 597 .258 .215
Efficient .597 .091 .458 .303 .546
Energetic .623 -.093 .362 438 .388
Imaginative .292 .074 .841 .188 .232
Intellectual .375 115 757 .380 544
Kind .295 .340 .276 .793 .187
Organized .207 .213 .290 .689 578
Warm .189 .433 116 .657 .294
Practical .351 .193 .265 .388 .708
Quiet .065 .845 17 .324 .169
Relaxed .104 .860 114 .364 .168
Sympathetic .287 .586 229 .562 .153
Systematic .252 121 .324 .186 .813

Confirmatory factor analysis (CFA)

In the next step, we performed a confirmatory factor analysis to cemytr the pervious framework of brand
personality and find a suitable scale with the high reliability and validity\Viethamese context. We used the
framework of Ferrandi and Valette-Florence [19] that used Big-Five motbeliitha brand personality scale for French
context to make a comparison. We begin the CFA test with the original fraknéwm the result of EFA in the
previous step and the framework of Ferrandi and Valette-Florence Th@j, we performed three adjustment
frameworks based on the adjustment with the framework o&fdirand Valette-Florence. The result in table 5 showed
the second adjustment is the best version with the CFA yielded adequdgkfin@x2=824.224, p=.000, GFI =.950,
AGFI=.917, RMSEA=.076). Thus, we chose the framework of thergtadjustment to develop a brand personality for
Vietham. The brand personality scale contains 13 items of personalityrtiaits dimensions.
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Table 5. CFA result for brand personality scale

R .. . Ferrandi and
Factor EFA’s original Frist adjustment Se_cond Th_|rd Valette-Florence
result adjustment adjustment scale
Extraversion Bold Bold Bold Bold Bold
F1 Energetic Energetic Energetic Energetic Talkative
Cooperative Extraverted
Efficient
Agreeableness Philosophical Warm Warm Warm Warm
F2 Sympathetic Sympathetic Sympathetic Sympathetic Sympathetic
Kind Kind Kind Kind Kind
Conscientiousness Practical Efficient Practical Practical Efficient
F3 Organized Organized Efficient Organized Organized
Systematic Systematic Systematic Systematic Systematic
Neuroticism Quite Quite Quite Quite Quite
F4 Relaxed Relaxed Relaxed Relaxed Relaxed
Openness Imaginative Imaginative Imaginative Imaginative Imaginative
F5 Creative Creative Creative Creative Creative
Deep Deep Deep Deep Deep
Intellectual
ddl 94 55 55 55 67
X2 1418.932 756.706 824.224 836.001 1090.63
p .000 .000 .000 .000 .000
GFl .933 0.950 .950 .946 .937
AGFI .903 0.917 917 911 .902
RMSEA .076 0.072 .076 .076 .079
Alpha F1 .689 .554 .554 .554 .305
Cronbach F2 .645 .556 .556 .556 .556
F3 .603 573 .586 .603 573
F4 .788 .788 .788 .788 .788
F5 .726 .657 .657 .657 .657
Joreskog's F1  .689 .568 .569 .565 .305
rho F2 .648 .584 .585 .584 .584
F3 .602 .565 577 .601 .569
F4 791 791 .791 791 791
F5 .728 .668 .668 .668 671
Rho vc F1 .375 .400 401 .395 .108
F2 .380 .332 .332 .332 .334
F3 .336 .307 .317 .336 .308
F4 .654 .654 .654 .654 .654
F5 .402 404 .405 404 407

Reliability and Validity

We used the patrtial least-squares (PLS) technique to check the scale reliability aty Val@result in table 6
showed these items in each dimension have a high correlation wittotrees (>.5) and have a low correlation with
other items belonging to other dimensions. Next, the Cronbach’s alpha and Joreskog's tho calculated for each of five
dimensions indicated a high level of internal reliability and discriminaifitity. The bootstrap result showed the
measurement model demonstrated acceptable, fit to the data (RMSEA=0.09508%F| GFI=0.922, Gamma=0.929,
Adjusted Gamma=0.883, Khi2/ddI=975.899/55) (table 7).
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Table 6. Partial least squares result for brand pesonality scale

Brand personality dimensions

4
2 3
ltems S 2 3 £
B o 2 %) @
o < Qo 2 4]
= o} o e} c
S o 2 5 5
i 2 3 2 a8
Bold 0.847 0.182 0.254 -0.048 0.352
Energetic 0.819 0.291 0.431 0.029 0.38
Sympathetic 0.12 0.793 0.258 0.433 0.264
Kind 0.207 0.781 0.292 0.339 0.262
Warm 0.309 0.597 0.324 0.082 0.353
Practical 0.277 0.32 0.791 0.193 0.301
Systematic 0.208 0.251 0.698 0.112 0.265
Efficient 0.414 0.298 0.724 0.103 0.441
Quite -0.031 0.34 0.166 0.91 0.15
Relaxed 0.007 0.401 0.178 0.908 0.173
Imaginative 0.271 0.265 0.277 0.067 0.699
Creative 0.41 0.249 0.42 0.071 0.776
Deep 0.34 0.374 0.357 0.232 0.83
Alpha Cronbach 0.554 0.556 0.586 0.788 0.657
Joreskog's rho 0.823 0.773 0.785 0.905 0.814
Table 7. Bootstrap result for brand personality scée
Factor ltems A A (Bootstrap) S.D t-value Joreskog's rho Rho vc
I Efficient .692 .692 .017 40.71
Sg:ssc'e”t'ous' Practical 633 632 019 3326  0.713 0.454
Systematic .694 .692 .016 43.25
. Bold 741 741 .015 49.40
Extraversion - ergefic 714 713 o017 414 0092 0.529
- Relaxed 794 793 .017 46.65
Neuroticism Quite 806 807 017 1747 0.781 0.640
Creative .781 .782 .015 52.13
Openness Deep .553 .554 .021 26.38 0.733 0.483
Imaginative .730 .730 .015 48.67
Kind .691 .691 .018 38.39
Agreeableness Sympathetic  .698 .698 .016 43.63 0.702 0.441
Warm .598 .599 .019 31.53
RMSEA 0.095
AGFI 0.817
GFI 0.922
Gamma 0.929
Adjusted Gamma 0.883
Khiz/ddl 975.899/55

To compare the brand personality dimensions of a pair competitive vardtaw spider maps. Aaker [1] argued
that the reliability and validity of scale are reflected in the ability to recoghgdifference in brand personality
dimensions among different brands. The result (figure 1) shékatdcontains a difference between two completive
brands in several dimension of brand personality framewoik.r&€bult demonstrates that the brand personality scale of
this study can use in the various brands, and show the valfdltis scale through many testing.
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Figure 1. Comparison of five dimensions of brand psonality scale between two competitive brands
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5. Discussion

This study attempt to build a brand personality scales for Vietham. Stadimga definition that confines brand
personality to human personality traits that are relevant for and applicabiands, we developed a new brand
personality for Vietnamese context. The Vietnamese version scale contaiteenthitems and five factors
(Extraversion, Agreeableness, Conscientiousness, Neuroticism, Opdfigass)?). The brand personality scale of this
study, in our knowledge, is the first ones in Viethamese context andtegttim diversity consumption situation and a
large number of brands. Thus, this scales promises to be a practicahars for branding research and is important
for both academics and practitioners. For academics, future bgamdiearchers in Vietnam can apply this scale like a
recommendation to develop more research related to this one. For practiitdsarsry important that the scale can be
used on diversified product categories. Moreover, companies can usteidlyiso test their brand personality and assess
what degree their brands have a true brand personality.

Brand Personality

. e

Consclientionsness Extraversion Neuroticism Openness

[

Agreeableness
- Effscient Bold - Relaxed - Creative - Kind
Practical Energetic Quite - Deep - Svmpathetic

. Systematsc - Imagwnative - Warm

Figure 2. Brand personality measure in Viethameseontext

By adopting a restricted definition of brand personality and develop a soaiehfrman personality traits. We
developed a brand personality scale in Vietnamese context that replicates aeBigeBil and showed the consistency
with human personality scale. This study creates a foundation pews dhe opportunities for more research in
measurement the congruency between human and brand.

However, this study is not without limitations. Frist, we apply a Miarkers scale with 20 items to support our
data collection. Thus it is possible that we missed useful and meaningfulbiezeusse they were not associated with
one of the dimensions. Future research can apply a full scale of €Bplft2] and to retest a validity of the scale.
Second, although we tested the scale on a large number of brands (X brahsgeveral product types, this is not all
the brand in Vietham market, future research may try to extend sanmiplanofs. Future research may test the scale in
different areas of Vietham, not just in Danang city of this studlyws® other characteristics of specific target groups
(demographic, culture, goals, genders, etc.)
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ABSTRACT

Foreign direct investment (FDI) is an important factor, which contribsigrficantly to economic growth and mode
- oriented economic restructure of Hanoi. It also helped to increase the state prmigete export ability. Beside
economic aspect, FDI has also made social contributions, helping to improignifpestardard of Hanoi’s citizens.
Through surveying Hanoi’s data since the extension of administrative boundaries and by descriptive statistic method,
this paper focuses on the social efficiency of FDI through consideringpymgnt issues, wages and corporate sg
responsibility (CSR). FDI is proved to have contributed positively tajehtion and labour restructrure in the direct
of industrialization, boosted wage increase, reduced income inequality. Besideg/title also points out th
downward trend in the contribution of FDI to the wage increase. The nmepkation of CSR by FDI enterprises
Hanoi is mainly obligatory. The assessment of the social performance ebtrsector, together with new requireme
of the Industrial Revolution 4.0 reveal that policy adjustment is realtgssary in order to improve the effectivenes
FDI inflows.

Keywords: Social efficiency; FDI; the Industrial Revolution 4.0; Hanoi

1. Introduction

Hanoi’s socio-economic development shows that FDI is considered as one ofillaes"pof economic growth,
which contributed to modern - oriented economic restructure, hetpégtrease the state budget. Besides FDI’s
important economic contribution, its social contribution is also specially caredéovadays, in the context of the
Industrial Revolution 4.0, when all aspects of socio-economic are imp#éutesipcial efficiency of FDI has becomed
increasingly important.

This paper investigates Hanoi’s data since the extension of administrative boundaries under Decision No
15/2008/QH12 dated 29/5/2008. The main method used in this pagesdsptive statistics. In order to make policy
implications to enhance the social efficiency of FDI, which contributes toowing the living standardf Hanoi’s
citizens, the pap focuses on clarifying: (i) The situation of Hanoi’s FDI attraction; and its main contributions to
economic development; (ii) The socical efficiency evoluation of FDI in éreg of 2008-2016; (iii) Issues needed to
be solved to increase the social efficiency of FDI in the context of thettiad e volution 4.0.

2. Literature review

Up to now, there have been many researches about FDI in Vietham, hothevaymber of studies about
effectiveness of FDI is minor. Current studies about FDI’s effectiveness are mainly limited in national scope, such as
Nguyen Thi Tue Anh and Tran Toan Thang (2015), Nguyen Van @i@b6§; Duong Manh Hai (2003) and Vu Chi
Loc (1995).. At local scope, representative researches which can be listed here include DuonghThiiih and
Phung Thi Cam Tu (2009), Phung Xuan Nha and Vu Thanh H@010), Pham Thi Thuy (2014)... It can be clearly
seen that these works have clarified the theoretical and practical issues reldtesl ¢conomic, social and
environmental efficiency of FDI on different scopes of research. Yetottial ®fficiency of FDI in Hanoi has never

* Corresponding author. Tel: +84983830104
E-mail address: huyenttt@hvnh.edu.vn
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been mentioned, especially in the context of the Industrial Revolution 4.0.
3. Contributions of FDI to Hanoi’s economic development
3.1.FDl in Hanoi

Having implemented “Law of Foreign Investment in Vietnam” for nearly 30 years, up to Dec 31st, 2016, Hanoi
had attracted 3.511 projects, with total registered capital of 24.298 mill&@s and the implemented capital had
reached 17.106 millions US dollar, which mainly focused on industmes services such as processing industry,
manufacturing; real estate business; accommodation and catering sef&ies...

Table 1: FDI in Hanoi, by size and number of projets, 2008-2016

. . Total registered capitd Implemented Capital

Year Number of licensed projects (Millions USD) (Millions USD)
2008 340 4.479 2.776
2009 287 216 869
2010 288 470 4.270
2011 285 1.322 1.129
2012 211 899 900
2013 257 487 871
2014 313 651 1.017
2015 304 845 1.091
2016 459 1.913 1.200
Total 2.744 11.282 14123

Source: Hanoi Statistical Office and calculatedalbyhours

The table 1 reveals that, in the period 2008-2016, Hanoi attracted 20{ddtp with a total registered capital of
11.282 millions USD (4,11 millions USD per project on average) antR34nillions USD implemented capital (5,15
millions USD/project on average). In 2008, due to Hanoi’s extension of administrative boundaries, FDI into Hanoi
soared up, with 340 projects, which correspamhth 4.479 millions USD total registered capital, 2.776 millions USD
implemented capital. 2010 was a year of special significance when Thagg-LUganoi was 1000 years oldanoi
attracted 288 projects, with the total registered capital of 470 millions UB®iriplemented capital reached 4.270
millions USD (equal 30,23% of the implementation capital in the whole p@00&-2016). This was a remarkable
effort in the context of global economic crisis. Since 2013, FDI into Harsdncaeased in size and number of projects.

According to Hanoi Statistics Office, in the first six months of 2017,0Hattracted 269 FDI projects with
registered capital of 1.053 millions US dollar, which was equivalent t&@dilions VND (55,2% compared to the
same period of last year). The implemented capital was estimateeadb 550 millions USD. In addition, a
memorandum of understanding was signed with Japanese Govermenegbiime Hanoi with a capital of 5.150
millions USD [q.

3.2.Some major contributions of FDI in Hanoi’s economic development
3.2.1.FDI contributed to increase total social investmend promote economic growth

In the period 2008-2016, FDI made a considerable contribution to the tegsitriment capital in Hanoi. The
degree of FDI sector’s participation increased steadily every year. In 2008, FDI contributed 16.026 billions dong out of
124.426 billions dong of total social investment. In 2011, 20148486, contribution of FDI was 21.758 billions dong,
24.713 billions dong and 27.591 billions dong, respectivelylfbfjieneral, the share of FDI in total social investment of
Hanoi was always stable, at the level above 10% (except 2013 with only 7,3% share)

The average GRDP growth of Hanoi in the period 2008-2016 was 8,39&aremwith the highest level of 11% in
2010. This result was relatively high, partly besaof FDI’s contribution. In this period, the contribution of the FDI
sector was around 15 per cent every year. The above statistics ridnagaise FDI sector not only contributed to
economic growth of Hanoi but also used investment capital efficiently [5].

3.2.2.FDI contributed to promote modern - oriented ecoicamastructure

Proportion of FDI in the total industrial production value of Hanoi in #méod 2008-2016 increased continuously
and was at a high level (around 40 percent yearly). In 2010, éine shFDI in the total industrial production value was
the highest, reaching 46,74 per cent. The lowest rate was 39,99 par 28h6. The industrial production value of the
FDI sector concentrated mainly in manufacturing industries, suchresptrtations, electronic products, computers and
optical products, electrical equipments, products from rubber and plgSiic
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Table 2. FDI’s contribution to total turnover of trade and services

Year Total turnover of trade and services Share of FO Contributon proportion
(bil. dong) (bil. dong) (%)
2008 580.107 21.042 3,6
2009 678.262 31.864 4,7
2010 972.890 49.182 51
2011 1.316.407 74.041 5,6
2012 1.408.165 72.868 5,2
2013 1.578.892 84.222 53
2014 1.480.587 99.758 6,7
2015 1.754.002 105.013 6,0
2016 1.892.604 111.970 5,9

Source: Hanoi Statistical Office and calculatedalbyhours

In the period 2008016, share of FDI to Hanoi’s total turnover of trade and services increased stably both in
terms of volume and contribution (see Table 2). In 2014, ptiopoof FDI to total trade and services turnover was the
highest, reaching 6,7%.

FDI contributed to modern oriented economic restructure of Hanoi. Hanoi’s economic structure in the period
20082016 shifted towards a gradual reduction of agriculture, forestryfigimeries proportion (4% in 2010, 3,7% in
2013 and 3,2% in 2016), gradual increase of industry and serviopsriion, especially services (56,8% in 2010;
57,1% and 57,3% in 2013 and 2016, respectively) [5

3.2.3.FDI contributed to increase the state budget

Unit: Bil. Dong

225.528

164.05 165.403 177.837

145.701

108.301 121.919

72.407 85448

8.016 8.229 11.315 13.619 14.908 16.809 16.404 17.614 18.962

2008 2009 2010 2011 2012 2013 2014 2015 2016
—o—Share of FDI Total state budget collection (Bil. Dong

Fig 1. Contribution of FDI to Hanoi’s total state budget collection
Source: Hanoi Statistical Office and calculatedabyhours

One of important contributions of FDI to the socio-economic developmehtanbi was that FDI helped to
increase the state budget collection through taxes (including corporate incomattaal resources tax, value added
tax...). The Fig. 1 shows that from 2008 to 2016, the contribution of FDI to Hanoi's total annual state budget collection
increased year by year, was relatively stable at above 10% (except 20R91&nethen the contribution of FDI was
only 9,6% and 7,8%). The increase trend of the FDI sector’s contribution to Hanoi’s state budget was the result of
Vietham's deepening integration process, the improvement of thetnmarésenvironment and especially the FDI
management efficiency of Hanoi in this period.

3.2.4.FDI contributed to promote export

Table 3. Contribution of FDI to Hanoi’s total export value

Year Total export value Share of FDI Contributon proportion
(mil. USD) (mil. USD) (%)

2008 6.904 2.754 39,89

2009 6.328 2.592 40,96
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2010 8.109 3.630 44,79
2011 9.782 3.919 40,06
2012 9.813 4.743 48,33
2013 9.913 4.908 49,51
2014 11.069 5.357 48,39
2015 10.475 5.221 49,84
2016 10.683 5.226 48,92

Source: Hanoi Statistical Office and calculatedalbyhours

The FDI sector helped to improve the quality, efficiency as well as theetitivgness of export products in some
areas. It also contributed to accelerate the growiiinabdi’s export turnover. In the period 2008-2016, the value export
turnover of Hanoi as well as the FDI sector increased rapidly anchaously over the years. The share of the FDI
sector in the total value of export turnover increased regularly. The regpstetiistic data in 2008, 2012 and 2016 was
39.89%, 48,33% and 48,92%. On the other hand, the developmertafFDI sector’s export value was always higher
than that of Hanoi, which proved that FDI sector pushed export (see Table 3).

Alonging with export promotion impact, FDI activities also contributed tommting Hanoi's international
economic integration in the direction of multilateralization and diversificatidanoi has not only established
economic, cultural, investment and trade cooperation with more than gid@iscand cities of other countries but also
been a member of many prestigious international organizations.

4. Social efficiency of FDI in Hanoi
4.1.Social efficiency of FDI through job creation and &bour restructure

In the period 2010-2016, the number as well as percentage of emplabove 15 years old) who worked in the
FDI sector increased significantly. In 2010, there were 175.000 kluhe FDI sector, accounting for 4,9% of the
total labour force in Hanoi. In 2016, the respective numbers were 23aldurs and 6,2%. In addition to creating jobs
through directly employing labours, FDI also indirectly generated n@log; especially in the manufacturing sector
supplying goods and services for FDI enterprises.

Table 4. The ratio of implemented capital to the nmber of employees working directly

Labours working at July 1% Implemented capital Implemented capital/
every year (bil. dong) direct working labour

Year (1.000 people) (%)

Total FDI sector Total FDI sector Total FDI sector
Labours Proportion (%)

2010 3.546 175 4,9 148.112 20.328 4,177 11,616
2011 3.544 210 5,9 170.749 21.758 4,818 10,361
2012 3.631 214 59 249.287 27.055 6,866 12,643
2013 3.681 222 6,0 279.352 20.036 7,589 9,172
2014 3.702 228 6,1 230.381 24.713 6,223 10,839
2015 3.747 229 6,1 252.685 26.945 6,744 11,766
2016 3.749 231 6,2 277.950 27.519 7,414 11,913

Source: Hanoi Statistical Office and calculatedabiyhours

The social efficience of FDI was not only reflected in creating malog;, jout alsori the implemented investment
capital per direct worker in the FDI sector. Table 4 shows that the rdtigptefmented capital to direct working labour
of the FDI sector was always higher than that of the entire Hanoi.ig héasonable because FDI is usually only
allowed in areas where other sectors are ineffective.

In the period 2010-2016, the proportion of implemented invesapital compared to the number of working
labour in Hanoi increased continuously, which revealed that the economic efficierianoi in terms of job creation
tended to decrease. However, this rate in the FDI sector was relatively Staislearoves that, compared to other
economic sectors, the FDI sector contributed positively in solvingfgmhgorkers in Hanoi.

In stead of K contribution to job creation, the FDI sector also played an important role in shifting Hanoi’s labour
structure towards industrialization, especially helped to increase proportindustrial labour. According to Hanoi
Statistical Office, in 2010, the number of industrial workers in FDI sectorl2@$848, accounting for 19,5 per cent of
the total labour force in Hanoi. By 2016, corresponding figures we2348 and 22,22%, respectively.
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4.2.Social efficiency of FDI through wage trend and inome inequality

In 2012, the monthly average wage of labours in FDI enterprises.@48.B30 VND/person, 3.32 times higher
than the minimum wage which was regulated by Decree 70/2011/ND-CP da®&/@022 of the Government
(according to the General Statistic Office of Vietnain) 2016, the monthly average salary was 7.675.500 VND per
person, which was 2,19 times higher than the general minimum sdiaty was regulated by Decree 122/2015/ND-CP
dated 14/11/2015 by the Governmerit [3

Unit; 1000 VND/labour
9000
8000 — tZ—J
7000 — . t =
6000
5000
4000
3000
2000
1000
0
2012 2013 2014 2015 2016
—¢— General 6648.78 6716.48 6838.75 6927.23 7675.5
== Male 7117.43 7647.03 7530 7946.15 8047.5
Female 6322.2 6074.45 6380.5 6356.85 7450.5

Fig. 2: Monthly average wage of labours in FDI entgrises
Source: GSO and calculated by authors

In the period 2012-2016, nominal wages increased averagely 3&3%ear. Especially, in the last two years of
this period, wage growth rate reached 6,05% per year. After removiationf real wages increased 4,18% per year in
20122016 and 4,48% per year in the last two yeatsnging with inflation rate, FDI sectors’s continuous growth was
also considered one of main factors which enhance the above increagiegrend.

Comparing the monthly average wages of male and female labours ienkdprises in the period 2012-2016
reveals that male labours had higher wage than female labours. Homage=igrowth rate of men was lower than that
of women, especially in the last two years (3,41% per year for mateas 8.42% for females). As a result, the wage
gap between male and female workers in FDI enterprises tended to deoréreérssome inequality was reduced.

Table 5. The monthly average wage of labours in FDénterprises in comparison with other economic typein

Hanoi
Monthly average wage Growth rates
Economic types (1.000 VND/labour) (%/labour)
2012 2014 2016 20122016 20142016

Individual/ individual production anc 3.113,73 3.568,00 4.344,50 8,63 10,35
business households

Group 2.757,08 3.264,50 2.968,00 2,31 -4,19
Private 5.089,85 5.772,25 6.762,25 7,57 8,36
State 5.342,68 6.396,50 7.182,75 7,88 6,10
FDI 6.648,78 6.716,48 6.838,75 3,73 6,05
Total 4.783,25 5601,75 6.381,50 7,65 6,86

Source:G0 and calculated by authors

As we can see in Table 5, in the period 2012-2016, the monthly awgaageof labours in FDI enterprises was
rather higher than that of other types of workers. However, the wagghgrates of labours in FDI enterprises was low,
only higher than the rate of group type.

If in 2012, the monthly average wage of workers in FDI enterpriseshveahighest, in 2016, the highest position
belonged to the state type. The process of economic restructuriich, eglused the increase in labour productivity, the
dynamic development of the private sector and the reform of wage, waderedsas the key factor leading to changes
in the monthly average wage correlation among types of economy in. Agpdying the common minimum wage in
domestic and FDI enterprises has speeded the process of narrowing thapvagklgours in economic types.
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4.3.Social efficiency of FDI through CSR implementation

Corporate social responsibility (CSR) is a criterion to assess the efftiancy of FDI enterprises. CSR is the
whole responsibility of an enterprise for the social impact of its desisiod operations. In order to implement CSR,
first of all, FDI enterprises must respect laws and commitments with relatiiesp8&esides, they must be capable of
linking production and business with solving social, ethical issues, prgteetiwironment and human rights
responsing customer concerns in order to maximize utilities of busimees's, stakeholders and the whole society. In
addition, FDI enterprises should identify, prevent and minimize the potential reegapacts of business operations.
Empirically, in the world, enterprise which is well-regarded CSR ditare high economy efficiency and performance.

Similar to FDI enterprises of Vietnam in general, FDI enterprises of Hanoi haveimplgmented CRS
obligatorily, especially in applying regulations about responsibiltiesefoployees (including providing formal
contracts, paying health and social insurance). Only very few FDIpeistss carry out CRS as well as sign to enhance
social responsibility.

According to the Central Institute for Economic Management and Research (CiEMproportion of FDI
enterprises implementing CSR for workers is very high (79% %)99]. However, currently, many labours of FDI
enterprises are being dismissed when they are over 35 years oltidgyroportion of FDI enterprises participating in
social activities with the community is very low, even lower than that ofedtic private enterprises, which shows that
FDI enterprises have less interaction with the community. The two highepbrtions in CSR groups of FDI
enterprises, which are environmental protection and poverty reduction, reatheE9% and 9% respectivelyn
particular, these factors tend to dese]. This fact also raises question about the sustainability of FDI enterprises’
strategies in Vietham. A long term business usually has a strategy which engages nearer withctbty sind
community of the receiving country. Therefore, it is time fotaisecognize the role of CSR and to consider CSR as a
criterion to select investors and foreign direct investment capital [1].

5. The context of the Industrial Revolution 4.0 and related issues

The Industrial Revolution 4.0 has been bringing people into the esgiefice and technology development,
changing the world economy day by day. Making profound astesatic changes is the main characteristic of this
revolution. The Industrial Revolution 4.0 is based on digital technolekigh integrates all smart technologies in order
to optimize processes and production methods. This revolution also eéreghie technologies which have impacted
greatly, including 3D printing technology, biotechnology, new mate¢eahnology, automation technology, robots
This revolution is now giving some problems:

* For the world economy

For manufactures, the Industrial Revolution 4.0 witnesses the releasasyfenhnologies, which help to create
new products and services, increase production efficiency, promotedtisey’s innovation and development in long
run. In addition, cost of transportation, communication and trade are teeinged, supply chains are expected to be
more and more efficient.

For consumers, theMdindustry revolution promises to change the consumption modelhantime to approach
products. Activities such as consumption, basic service usage ganfbemed remotely. Besides, consumers are able
to access information of products more transparently and adequatelp dhe pressure to maintain competitive
advantages among manufacturers.

For legislative branchtechnology and digital infrastructure facilities not only allow two-way intevadetween
people and the government but also enhance supervising and leading abilttyat accelerate transparency and
integration. The Industrial Revolution 4.0 will help strengthen nationakisgéu case the state's regulatory systam i
flexible enough to manage and cooperate closely with enterprises and citizens.

In addition to the above advantages, this revolution is also expected kalwdabour market balance as well as
widen the income gap between people who provide financial capital (investoosjledge capital (inventors) and
those who depend on labour (workers). As a result, thindustrial Revolution may lead to the income decline of
major citizens in developed countries when the demand for high-skilledrtabwreases while the demand for basis
labours decreases drammatically.

Another scenario is that organizations and businesses may not have erlieght@lacquire new technologies or
law enforcement agencies have difficulties in ecruiting staff fornagang new technologies. This would be more
difficult as national security issues become more complex with a comiminatidraditional elements and non-
traditional elements (such as cyber war, biological weapons). It is necésshmginesses and the government to make
innovation, improve the structure or enhance high - quality huesources training.

* For the development of enterprises in the economy

The Industrial Revolution 4.0 provides good development opportufitiedomestic enterprises if they can take
advantage of digital technology and transforime business model in time. Moreover, this revolution also brings
opportunities for domestic consumers to have closer access to divedseand services at more reasonable prices.

However, Vietnamese enterprises have to face the challenge of adjusting flle&iblproducts to meet consumer
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demand, integrating advanced technologies to simplify productiaregses, reducing delivery times and shortening
cycle product life. Mean while, they still have to ensure production extlipt quality management ability, to increase
competitiveness when the geographic boundaries of commercial markets Ttagledevelopment of advanced
technologies reveals that Vietnam’s cheap labour advantage at the moment will become a big disadvantage in the new
period, which will cause difficulties in solving employment for a langeber of lav - quality workers.

* For attracting and managing FDI flows into Hanoi

It can be clearly seen that the Industrial Revolution 4.0 provides greatopifies for development of enterprises
in the economy, as well as the development of Hanoi. Through FDI attractimpetitiveness and technological
capacity of Hanoi will be raised. As a result, the transformation proceldaradi's growth model will be strongly
promoted in the direction of efficiency and sustainability.

However, along with above opportunities, there are many challengétfmi in attracting and managing FDI
flows. On the one hand, Hanoi must compete fiercely to attract invasttremsfer technology, quickly apply the
achievements of science and technology from the industrial revolitioto achieve development advantages. On the
other hand, Hanoi has to face with great pressfii@tegration process, international cooperation, market economy
development, especially the science and technology market developmentgsbusnvestment environment
improvementMeanwhile, the main motives of FDI enterprises when they decide tstiimie Vietnam in general, into
Hanoi in particular, are market expansion and profit maximization, which weattto conflicts in achieving social
development goals. It is necessary to renovate the state management of FDIlimHamei in the context of the fourth
industrial revolution to enhance the positive contribution of this capithktdévelopment of this city

6. Conclusions and policy implications

* Some conclusions

From the analysis and assessment of social efficiency of FDI enterprises iih stane conclusions can be
drawn, as follows:

Firstly, the FDI sector has contributed positively to job creation for laboluHanoi. FDI enterprises played a
important role in shifting labour structure among Hanoi’s economic branches, which helped to increase the proportion
of industrial labour.

Secondly, salaries of workers in the FDI sector have been always higbameahio the wages of other types of
workers. This boosted wage increase trend in Hanoi.

Thirdly, the wage gap between male and female workers in FDI enterprided tendecrease, which contributed
to reduce income inequality.

Fourthly, the average monthly growth rates of labours in FDI se@siower than that of other economic sectors
in Hanoi. This was because of economic restruture, which involved &ogedabour productivity, the dynamic
development of the private sector and a rational wage reform policy.

Fifthly, Hanoi’s FDI enterprises have only implemented obligatorily C3&ulations on responsibilities for
employees such as providing formal contracts, accessing trade yagimgy for health insurance and social insurance.

Lastly, FDI enterprises had less interaction with the community. Thmogion of FDI enterprises participating in
social activities with the community was very low, even lower than thébwiestic private enterprises at all standards.

* Policy implications

Improving the social efficiency of FDI in Hanoi is contributing to thetaimable development of this capital. In
order to enhance the social efficiency of FDI in the context of the 4th Iradi&volution, Hanoi should have specific
policies of human resource training to approach modern technology, ssbecingestment projects and manage FDI
inflow efficiently.

As the leader of increasing international intergration, Hanoi needs to create rmlfd@diwsiness environment;
encourage FDI attraction, especially focuse on FDI enterprises wicind renovate modern technology. This would
help to create a wide spillover effect to the whole economy. It is also necEsstmgngthen state management towards
FDI enterprises, adjust policies of labour, employment and wageder &0 ensure the balance, which not only
promotes the development of enterprises but also help workers to achieveerpsailis

Besides, it is important to increase the quality and effectiveness ohhwsaurce training policies; to improve
the technical and professional qualifications; to enhance ability to the acess gmdfusedern technology.

Lastly, a policy to raise CSR awareness in the business community & lkdgdactor. CSR should be considered
as an important criterion in evaluating and selecting FDI projetiseover, Hanoi should encourage FDI enterprises to
participate in social activities with the community, to implement sustainable bsisinetegy commitment.
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ABSTRACT

Nowadays, human resource is a critical factor that make the organization’s success. So, most of organization is well
cared for choosing organization members. These decisions have a critical impact on the organization’s ability to
complete, as well as each and every gpplicant’s life. These decisions are too importance because this is not only
unfair to applicants who are wrongly denied jobs, but it is also a quedtobasiness practice because it hurts
firm’s ability to complete. This mean, evaluating the efficience of hiring processssesary for all organization
There are many tools to manage and measure the efficiency ofdsusperation, one of them is the KPI which stg
for Key Performance Indicaterthose performance measures that will make a profound difference.

This paper was undertaken to address some issues related to the KPplgntb apeate the KPI for evaluatin
organization’s recruitment and selection activities.

Keywords: Key Performance Indicator, performance, recruitment, selection.

1. Introduction

Human resource management is also known as effective labor forcgyemaard process in the workplace.
Human Resource Management studies what can and should be dorneetempoyees work more productively and

feel more satisfied with their work. One of the most important idetivin human resource management is recruitment

and selection. Recruitment refers to attracting applicants to vacancies, while setadtidas using tools to find out

who is best suited for vacancies. So, this process is very importareeyforganization. One of the newer approaches

refer on measuring the efficience of recruitment and seleatitivities via KPI.

Key Performance Indicators, also known as KPI or Key Success Indidagtgananagers and employees shape

and monitor the effectiveness of activities and functions that are impartashieving organizational goalBue to
that fact in first part of this paper witle explained what are KPI, recruitment and selection praticesh#nacteristics

of KPI and importance of organization performances measuremesgcond part of this paper will showed the reseach

methodology for this papein third part of the paper will proposed a set of KPIs used for singethe effectiveness of
recruitment and selection and indicated the notes in using this set oihkdPlg organizations

2. Literature Review
2.1.KPI
2.1.1.What are KPI
KPI stands for Key Performance Indicator (Carol Talor, 1990), auneaf productivity that helps organizations

shape and track growth relative to their goals. KPI was introduced in the Stétees from the 80s of the 20th century
and is now widely used in the world including Vietnam. The applicatiorKRI is seen as a solution to help

organizations evaluate their success in the management of business opdtatoenthe business has formed a mission,

" Corresponding author. Tel.: +84979161711.
E-mail address: khanhtig@gmail.com
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identifying the factors that influence and set goals, the business naadadare growth against the set goals. KPI is a
measure of this growth.

However, the first thing we need to consider is the difference betavg@erformance metric and a result metric.
Performance indicators (Dean, 2007) represent the results of previimus awhile the result indicator is a measure of
direction of the results achieved in the performance indicators. In a sirapleaccording to Nguyen Thanh Hoi, Phan
Thang, 2001, performance indicators are quantifiable measures. Theseeséaser been agreed by all members and
they reflect the critical success factors of the business. Therefore, theddies reflecting the goals and mission of
the business.

However, in practice there are many measurable indicators. This does ndheyeare the keys to the success of
the business. Therefore, when selecting the KPIs, it is important tolgasefiect the indicators that are needed and
can help the business achieves its objectives. KPIs, on the otheghemntthe staff an overall picture of the key factors
and what they need to prioritize in their jobs. Thus, it is impottaahsure that all employees are focused on achieving
the goals in the KPIs for performance measurement.

2.1.2.Seven Characteristics of KPIs

David Parmenter (201@)efine seven characteristics of KPIs:

Are non financial measures (e.g., not expressed in dollars, yen, pounds, euros, etc.)

Are measured frequently (e.g., 24/7, daily, orweekly)

Are acted on by the CEO and senior management team (e.g., CEf@leaBst staff to enquire what is going on)

Clearly indicate what action is required by staff (e.g., staff can understand the measures and know what to fix)

Are measures that tie responsibility down to a team(e.g., CEO can call a teammeadamn take the necessary
action)

Have a significant impact (e.g., affect one or more of the critical success factors [CSFs] amdthan one BSC
perspective)

They encourage appropriate action (e.g., have been tested to enguravthe positive impact on performance,
whereas poorly thought-through measures can lead to dys-fuaibtdiavior)

2.1.3.The role and importance of measuring oraganizagieriormance with KPI

The system of standardized activities such as KPI allows good meesiref the activities of the business. The
magnitude of the measurement is enormous. Continuous memsiures the basis for continuous improvement of
organizational activities and is one of the most important management principles&Bgeicljevic, 2007).

If the organization do not have enough information about the mopesduct or service, they can not control
them. There are a lot of values measured during the operation ofhadsud ord Kelvin, 1891, said, "When you can
measure what you are doing, you really understand it."

Measuring performance means qualitative or quantitative the results by seldatatbis. Choosing the suitable
indicators is important in measuring the organization performance.&ffempance indicators have two functions:

Developing and guiding function - because they are the basis for develpingnplementing organizational
strategy.

Motivating function - promotes to completion of goals and motivates allogmgs to achieve that goal (Pesalj,
2006; Stamatovic Zakic, 2010).

All employees know that there are the important activities for the manag8iecordingly, the manager must
identify a set of indicators that represent the main activities in a busines®dffymance Indicators (KPIs) are the
financial and non-financial indicators that the organization uses to deatertstw successful in the long-term.

2.2.Recruitment and selection
2.2.1.What is Recruitment and selection practices

There are many definitions of recruitment and selection. However, all cotdaimon elements: focus on
attracting, identifying and retaining employees. Dragons are often consier@derm, but there are differences. In
different situationsthe recruitment sources could be external sources or internal sourcde, (3@@8). The key
purpose of recruitment is the identification and attraction of the compagiphicant for a vacancy, while the selection
is the assessment and determination of the suitability of the candidate.

Recruitment and selection provide the key opportunities for an organizatichange the type of employee, but
those changes may need to be considered in the context of attritids kwd accurate investigation of who is leaving
and why (Schneider, 1998). Therefore, an organization might deterthineneed for separate and distinct
configurations in new hires, such as when technology has advanced lkan€id&ils, the organization also needs to be
aware that the introduction and retention of their new employees alsatte®in.
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Raymond A. Noe et al (2010) indicated that the source from which aacgmpcruits potential employees are a
critical aspect of it overall recruitment strategy. The total labor market is expaasy single organization needs to
draw from only a fraion of that total. The size and nature of the fraction that applies for an organization’s vacancies
will be affected by how (and to whom) the organization communicategadancies. We have some recruitment
sources, including:

Direct applicants and Referrals

Advertisements in newspapers

Electronic recruiting

Puplic and private employment agencies

Colleges and universities

Recruitment and selection might be just one stage in the hiemaarces cycle for a company, but it can have a
huge impact on productivity and survival in the future. While it igre¢mo the beginning of employment it can also
have wide implications for other HR processes, such as organizational deseloganud change. Evaluating the
effectiveness of recruitment and selection involves assessimgiyahe number of new recruit, but also their effective
integration and retention, and their impact on existing employees and on the organization’s performance.

2.2.2. Evaluating the effectiveness of recruitment aneést@bn

During the recruitment and selection process, there are four possifdlitesch candidate (Dung, 2003).

Table 1: Four possibilities for each candidate

Ability’ candidate to complete the Hiring decisions
job Eliminating Hiring
Good Mistake Accuracy (1)
(Due to underestimation) (2)
Not good Accuracy (3) Mistake
(Due to overestimation) (4)

In boxes 1 and 3: Candidates have the ability to complete a job well and getinqualified applicants. In box
2, the recruiters evaluated the candidate as being less than practical, thuog igpod candidates. In contrast, in box 4,
recruiters evaluated the candidates too hight, hiring of inappropriate emplogsdesnpd poorly on the job. And all of
this directly affects the effectiveness of recruiting. In additiohemwevaluating the effectiveness of recruitment and
selection, managers also pay attention to some factors (Carrell et al, 1995)

Cost for recruitment and selection activities and costs for each reentitirhis cost includes recruitment service
costs, advertising

The number and quality of applications.

The coefficient between the new employees and the proposed employees

Number of applicants accepting and refusing to jobs at a certain salary.

The new employee’ performance.

The number of new employees voluntary turnover.

Methodology

In oder to address the set of KPI used in evaluating the effectivehessruitment and selection pratices, the
guanlitative reseach methodology was used. The research was conducted in two stiipeaddelow:

Designing a research questionnaire from selective information of makyg bod magazines, including:
information on candidates' competencies.

Carrell et al, 1995 prmod several criteria for assessing the effectiveness of recruitment and sgiachimhing
cost for recruitment and selection activifid®e number and quality of applicatiortise new employee’ performance ....

Searle, 2003 and Schneider, 1998 definemuitment and selection that focus on attracting, identifying and
retaining employees.

David Pamenter, 2010 argued building a KPI set should be based oessustiategy.

Dean, 2007 said that performance indicators represent the results of pestions and Hoi et al, 2001, argued
that performance indicators are quantifiable measures.

Conducting interviews with 25 human resource managers of pardes in Danang. The interview questions
focused on the following issues:

Hiring’s strategy

The crteria for evaluating the organization’s recruitment and selection practices

How to evaluate the efficience of recruitment and selection practices
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3. Discussion

3.1.Propose a set of KPIs used for assessing the effeetess of recruitment and selection.

Based on the knowledge of recruitment and selection and KPIs, ther algwelops KPIs to evaluate the
effectiveness of recruitment and selection activities.

3.1.1.KPIs use for evaluating the effectiveness of retcnant.

As you know, the recruiting performance can be seen througictivities, results, performance and fairness, so

we will rely on here to developing KPIs in the table below:

Table 2: KPIs use for evaluating the effectivenessf recruitment

KPls

Formulation

Notes

Number of applications submitted
by each recruitment source

Direct applicants

Internal sources

Newspaper advertising

Electronic Recruiting-
Internet

Public & Private
Employment Agencies

Job fairs

Colleges& Universities-
campus placement services

The total number of candidates fro
each recruitment source/The to
number of candidates.

The organization have data capture
the number of candidates from ea
recruitment source.

Number of eligible candidates by
recruitment source

Direct applicants

Internal sources

Newspaper advertising

Electronic Recruiting-
Internet

Public & Private
Employment Agencies

Job fairs

Collegesé& Universities-
campus placement services.

Number of eligible candidates L
recruitment source/ The total numb
of candidates.

Used to evaluate the quality
candidates by each recruitmeg
source. It is necessary to store {
specific data the candidate com
from.

Cost per candidate
recruitment source

by each

Direct applicants

Internal sources

Newspaper advertising

Electronic Recruiting-
Internet

Public & Private
Employment Agencies

Job fairs

Colleges& Universities-
campus placement services

Total cost for each recruitmel
source/The number of candidaf
come that recruitment source

Used to calculate the co
effectiveness for each recruitme
source.

3.1.2.KPIs use for evaluating the effectiveness of s@act

As you kow, hiring decisions affect on the productivity and profeasiguialification of the workforce. Table 3 is
a list of criteria for assessing the effectiveness of selection activities.
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Table 3: KPIs use for evaluating the effectivenessf selection
KPIs Formulation Notes
Cost per new employee. The total cost of hiring process/th This indicator shows the cost

number of candidates.

hiring per candidate, so th
effectiveness of this hiring proce
might compare with one another.

The number of new employees.

The number of new employees/T
number of candidates.

This indicator can show th

cadidates’s qualification.

The number of employees who wo

The number of employees who wo|

This indicator shows the willingnes

over five years. over five years/The number of ne for jobs and loyalty of new
employees. employees.
Average working time of nev Total working time of new employeg This indicator shows the avera

employees at organization.

at organization/The number of ne
employees.

working time of new employees.

New employees’s qualification.

Base on the result of performan
appraisal.

This indicator shows the

employees’s qualification

ne

The rate of good new employees

Base on the result of performan
appraisal.

This indicator show the rate of goq
new employees on each hirin
process.

New employees’s promotion.

Base on the result of performan
appraisal.

This indicator shows the

employee’s career path.

ne

Cadidates’ awareness: satisfaction

with hiring process, knowledge of th
organization, satisfaction wit
organization.

Base on the result of the recruitme
interviews.

This indicator indicates whether th
candidates are satisfied with t
organization's hiring program, whig
can be considered as the informati
to improve hiring practices.

3.2.Some notes when using KPI in evaluating organization’s recruitment and selection practices

3.2.1.Perfecting in data system

In order to use a set of indicators to assess the effectivenessuitimeat and selection, it is important to build a

specific data system. This can be performed by software or handdiggpen the size of each organization, but it must

ensure some data as follows:

Table 4: Data system

Name of hiring’s programe

Date:

Human Resource Recruitment Sources

Direct
applicants

Internal
sources

Electronic
Recruiting
Internet

Newspaper
advertising

Public
Private
Employment
Agencies

& | Job

fairs

Colleges&
Universities-
campus
placement
services.

The
number
candidates.

total
of

The number of
eligible
candidates

Total cost

The number of
new employeeg

Cost per a new
employee

The number of
employees wha

377



Le Thi Khanh Ly/ ICYREB 2017 Proceedings

work over five

years.
Average
working time
of new

employees a
organization

New
employees’s
gualification

New
employees’s
promotion.

The number of
cadidates whg
is satisfaction
with hiring
process

All of the above data is easy to get, but the clerks need to note soméatiiothiang:

The information about the candidate's recruitment sources should betadaedecruitment form.

The hiring cost should be accumulated from all costs incurred durngitimg process, including recruitment
advertising costs, travel and accommodation costs, training formeleyees costs

3.2.2.Some notes in using the KPI results to evaluating organization’s recruitment and selection

After collecting and calculating KPIs, the executives use these data totewpthe efficiency of the recruitment
and selection activities in the organization, which depends on each indicher K| set. However, whether these
indicators reflect the effectiveness tifese activities, it depends on the organization’s strategy in specific hiring
program.

In the hiring strategy, organizations need to determine the numberidhtesdwho are attracted in each vacancy.
During the hiring pocess, some applicants do not qualify or daauspt jobs, the organization needs to attract more
applicants than they need to hire. The selection rates help organizations detbimiifhe selection ratios show the
relationship between the number of candidates who are chose in each stée aondiber of people who will be
accepted into the next step.

In the hiring plan, organizations must determine the appropriate seleatém The selection rates affect on the
organization’s finance and candidate’s psychology and candidate's expectations. The selection rates are mostly
determined by job’s characteristics and the candidate’s psychology. Therefore, the determination of selection rates
should be based on the following factors:

The diversity of labor market (labor supply and demand)

The quality of labor force

The complexity of the work

The candidate’s psychology

The organization's experience in recruitment.

4. Conclusion

Continuing to measure business performance via Key Performadioattrs is a new concept used by many
organizations today. KPI is a financial or non-financial indicator thatsHaliginesses test their business success. One
of the prerequisites for using KPls is the clarity of the goals anddsssprocess.

This paper gives explanation of the KPI, the recruitment and selection actikdteare used in organizations.
Then it proposes a set of KPIs used for assessing the effectivgnmessuitment and selection. Tables show simplicity
of measuring and explanation of a given results, what is ot efiost important advantage of using such indicators.

This article offers a set of KPIs used for assessing the effectivehessruitment and selection. However,
depending on the type of business and the different types aficias, the managers should choose the KPI to suit each
situation.
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ABSTRACT

The objective of this paper is to examine the impact of FDI on @®i8sions for six ASEAN countries. By usil
annual data from 1971 to 2013 and the ARDL model, empirical resultssthatvFDI has an impact on both short-te
and long-term CO2 emission. Specifically, in the long run, only theessipn result in Vietnam is statistical
significant. Accordingly, FDI has a positive impact on environment thatciag CO2 emissions. In the short term, H
was found to have negative and statistically significant effects in Tikdadad Vietnam that means FDI can h
improve environment in concerned countries.

Keywords: FDI; economic growth; energy consumption; CO2 emissions

1. Introduction

Over the past few decades, the world is facing the challenges of globalngaand climate change. CO2
emissions (Carbon Dioxide) is one of the causes of climate changhegdeenhouse effect. Climate change, rare
animals are declining, resource depletion and over all human lives are uederlthparticular, FDI inflows are one of
the factors that increase pollution and degradation of the environmentaRDhcrease environmental pollution and
degradation when it is invested in polluting industries.

The hypothesis of the PHH-Pollution Haven Hypothesis assumes thatestvipbnmental laws in developed
countries will drive polluting industries from these countries to developingtriesinin the form of FDI outflow
investment (Aliyu Mohammed, 2005). At the same time, laxirenmental laws in developing countries will attract
polluting industries through inflows of FDI. This is going to happéh trade and capital liberalization.

Responding to CO2 emissions, the concept of "low carbon city" gneeri economy” are gaining popularity in
developing countries in global and Southeast Asia economy in particular.g-mdihow FDI affects the quality of the
environment is essential for energy and environmental policy maker

Therefore, in this paper, we will study the impact of FDI on living enviremt quality for six ASEAN countries
(Indonesia, Malaysia, Philippines, Singapore, Thailand and Vietnam) in the @8i&e2013 aims to provide one more
empirical evidence of the impact of FDI on CO2 emissions, thus helpatigymakers develop more effective
economic and environmental growth policies.
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2. Literature review
2.1.Environmental Kuznets Curve (EKC) hypothesis

The inverted U relationship was first found by Kuznets (1955) err¢lationship between income and income
inequality. As a result, inequality will increase with growth in the eddges of development, due to the large amount
of displacement made by low-income agricultural workers to highasstridl field but unfair income distribution.
However, in the later stages of development, as a large population movesaricateas, there will be an increase in
wages for the poor workers in both urban and rural areas. Tlitrbewmany policy measures taken to reduce
inequalities within and between sectors. Thus, overall income inequmatitg economy will decline in the later stages
of development. Nowadays, many studies on the relationship between nememtal quality and economic
development focused on approaching the EKC hypothesis. Accordémylypnmental degradation begins to decline as
the nation grows. The relationship between environmental quality amdraagrowth is assumed to be shaped like
the relationship between income and income inequality proposed by Kuzhits is inverted U.

Grossman and Kruger (1991) are the first authors to explairetiionship between environment and income.
The author argues that economic growth affects the environment throwgh dliferent channels: scale effect,
component effect and technical effect. The scale effect confirms thatievee structure of the economy and
technology does not change, increasing output will increase emissionsegratiel the environment. Therefore,
economic growth through scale effect will have a negative impact erettkironment. However, Grossman and
Krueger argue that component effect have a positive impact on the enuitoiméhe early stages of economic
development, when the structure of the economy shifted from agrictdtureavy industry, environmental pollution
increased, but the environment would be improved at a later stagetheheconomic structure moving from heavy
industry to service, information technology and light industry. &loee, component effect can lessen the detrimental
effects of economic growth on the environment. In terms of techeffsdt, the author argues that economic growth,
thanks to improvements in productivity and the application of clean dathy enhances the quality of the
environment. In summary, the author argues that in the inverted -rgl#tienship between environmental quality and
economic growth, at the upward regions of environmental degradatioa ithethe appearance of scale effect,
component and technical effects appear at the reduced area of environegnatdhtion.

The shape of the Kuznets curve for the environment can be explaif@bas: as GDP per capita rises, it leads
to a degraded environment; However, when it reaches a certain poieasimgy per capita GDP reduces environmental
degradation.

Environmental

degradation

—%*  [ncome

Figure 1: Environmental EKC curve

Lépez (1994) concluded that the demand for a clean environment weasedrby income per capita. Andreoni
and Levinson (2001) argue that the existence of scale effects ismpoytant for EKC, since EKC is initiated by
technology if pollution increases with scale. Suri and Chapman (199§ siudat the import-export industry forms the
EKC, where low level of pollution reflect the growth of the impoduistry, while high level of pollution reflect growth
of export industry.

2.2.Impact of FDI on CO2 emissions

There are two schools of thought that explain the relationship hetwBé and the quality of the living
environment, namely the classical trade point of Ricardian comparative advantage &and the point of neo-
technological trade (Mihci et al. 2005). From the classical trade point of Vi@meneparative advantage theory, the
environment is considered a factor in the production process, in ghich environmental legislation increase
production costs. Accordingly, developed countries will not specialize intipgllindustries due to the costs incurred.
On the other hand, developing countries with weak environmental lawspedlasize in polluting industries due to
their relatively low cost in these countries. At the same time, lax environnemtain developing countries will attract
polluting industries through FDI inflows into these countries. An empiricalirfg for this hypothesis is that FDI
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inflows could increase CO2 emissions in developing countries.

In contrast to this school, the neo-technology school's viewpoint has dahgueésl a positive effect of FDI on the
environment. According to the Pollution Haloes Hypothesis, FDI can havesigv@dmpact on the environment
through the transfer of environmentally friendly production techmlfom developed to developing countries.
Accordingly, some empirical results of this hypothesis suggest thatnk&yl inflows decrease CO2 emissions in
developing countries.

2.2.1.FDI has a negative impact on CO2 emissions andatkgy environmental quality

At the experimental level, the debate on FDI and the environment is still pr€speiand and Taylor (2094
state that the PHH hypothesis is valid rather than a hypothesis. Co eD4). ¢@@ducted a study on US FDI inflows to
developed and developing countries in the 1982-1992 period. The danttothfat environmental regulations affect the
investment decisions of companies in the United States. The author gégstsuthat there is a negative correlation
between the environmental standards and FDI inflows in developing iesurgarticularly the loose environmental
law, which will attract FDI inflows from polluting industries. However #uthor adds that this negative relationship i
not the case for all developing countries.

Javorcik and Wei (2004) also found evidence supporting the PHH Regi®tivhen conducting enterprise-level
data research in place of national data to describe the investment decisions afltigiomal companies from 25
countries of eastern Europe and the former Soviet Union, concluded thaiewith higher environmental standards
are less likely to attract FDI inflows. Mihci et al. (2005) found a relationsbtpreen environmental legislation and
FDI outflow. Specifically, the author studies the impact of stringevirenmental standards on foreign trade in general
and the FDI inflows in particular for some OECD countries, the results ohwidige shown that FDI outflows are
increasing if laws of environment are more stringent in developed @sintiyu (2005) also confirmed similar results
with the study using split data including FDI inflows for 14 deviglgpcountries and FDI outflows for 11 developed
countries at the period 1990-2000.

In 2011, Zhang conducted a study on the impact of financialenhddvelopment on CO2 emissions in China by
approaching the VAR model and the Granger causality test, which trandt@misito the regression equation as
control variable and found evidence of FDI that has a negative imp&daremissions. Xing and Kolstad (2002) also
found similar results when using cross-sectional data for 22 economlading seven developing countries and 15
developed countries to examine whether countries with weak environmengaltaact FDI inflows. Perkins and
Neumayer (2009) also point out that FDI inflows have a negative impact imorenental quality through research
paper for some developing countries in the 1980-2005 period bsoagbing the GMM model. Mielnik and
Goademberg (2002) in a study of FDI and the separation of energy andf@2P developing countries in the period
19701998 showed that FDI has a negative impact on energy use and thisireudteased CO2 emissions. Sadorsky
(2010) also showed similar results when doing research on the impficamcial market development on energy
consumption for 22 emerging market in the period 1990-2@08stmg the GMM model for panel data. In a paper on
the impact of FDI on environmental quality in Turkey in the period4i2010. Seker et al. (2015) used the ARDL
model and the ECM model to estimate the long-term and short-term cogfficeFDI. The authors also used the
Granger causality test based on the VECM model to examine Granger causalityr wkistha relationship between
FDI and CO2. The results show that FDI has a negative impact on CO2oesnigat is low in both short and long
term. Similarly, Merican et al. (2007) conducted a study on FDI and emvéotal pollution in five Southeast Asian
countries in the period 1970-2001 using the ARDL model, whichddbat FDI increased CO2 emissions in the long
term in Malaysia, Philippines and Thailand. Lau et al. (2014) in a $tudyalaysia from 1970 to 2008, the author uses
FDI variables and foreign trade turnovers in models, the result showsichedsing in FDI and foreign trade reduce
environmental quality. Elliott and Shimamoto (2008) also found that FDhaMaghificant impact on CO2 emissions in
Indonesia and Malaysia in the period 1986-1998 but was not statistialificant.

2.2.2.FDI has a positive impact on CO2 emissions and awgs environmental quality

List and Co (2000) argue that the neo-technology viewpoint is apgt®@aind that impression-pollution theory is
valuable. The study used conditional logit model to examine how US emeérdal regulations affect the decision to
place the plant site of foreign multinationals in the period 1986-IR83.authors find that FDI inflows help promote
local energy use and cut CO2 emissions to help improve the quatlity efivironment.

In Levinson's paper that published in 1996, author conducted a stagis&u rof previous studies and showed
that after 20 years of evidence supporting PHH hypothesis was we2B0% Acharyya undertook a study looking at
the effects of FDI growth and FDI-induced growth on CO2 emissionsdia in the 1980s, the results of the study
showed that PHH hypothesis can not explain the increase in FDI inflahws 990s. However, the results may change
if other pollutants are considered.

Tamazian et al. (2009) conducted a study to see whether economic ardafivelopments would lead to
deterioration of the quality of the environment. Authors used panel datauotries in BRIC(Brazil Russia, India and
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China) during the period 1992-2004 by approaching the fixiettsfmodel, the result is that FDI will help businesses
promote technology innovation and applying new technology to produdtiereby increasing energy efficiency and
boosting low-carbon economy. Pao and Tsai (2011) also conducted rdsedhehcountries BRIC in the period 1980-
2007 (except Russia from 1992-2007). The author also noted thanffedis from developed countries helped energy
use in host countries has been effective, thereby reducing CO2 emissions

Merican et al. (2007) conducted research for the five ASEAN countries (Indoisiaysia, Philippines,
Singapore, Thailand) during 1976-2001 by approaching the ARDLlehfodtime series data. Authors find that FDI
seems to reduce CO2 emissions in Indonesia. In the case of Singap@wathors also find that the FDI's coefficient is
negative but not statistically significant. Hitam and Borhan (2012) udeahden's co-integration method and found
that FDI had negative effects on CO2 emissions in the research conofubathysia in the period 1965-2010. Also
studied for some ASEAN countries (Malaysia, Indonesia, Philippines), Elli@t ¢2008) used panel data with 10
specific industries per country for the period 1986-1998 and FDI idafh@nese FDI inflows were invested in the three
countries to see whether the three ASEAN countries would be a hiding piagelltding industries in Japan. The
author applies the GLS regression method and finds the negative coeffi€ierior the case in the Philippines,
indicating that Japanese FDI inflows help improve the environmental quathg icountry and the Philippines is not a
place to hide pollution for polluting industries in Japan. In a studshereffects of energy consumption, income and
FDI on CO2 emissions in Viet Nam during the period 1976-2@8guhe VECM model, Tang and Tan (2015) also
found low CO2 emission reductions both short and long term.

Atici (2012) conducted a study examining the relationship between tradalililbéon, FDI and CO2 emissions
for 10 ASEAN countries during the 1970-2006 period. The autises the panel data divided into 3 groups: 10
countries, 4 countries (Indonesia, Malaysia, Philippines and Thai Lartjvanctbuntries (Brunei and Singapore) ) and
random effects (REM) were used. Regression results show that FDI legative impact on CO2 for the 10-nation
sample, which implies that ASEAN countries benefit from FDI inflows, heglgb reduce environmental pollution.
However, the results for the four-country table, the author founevitience of the impact of FDI on CO2. For the
panel for the two developing countries of Brunei and Singapore, the iegressfficient for FDI has a negative sign,
suggesting that FDI reduces CO2 emissions.

3. Research Methodology
3.1.Data analysis

The study uses variables such as: CO2 emissions per capita, GDP per capita,censumption per capita,
average foreign direct investment per capita (FDI). Data were collected for six AG&EAMNies (Indonesia, Malaysia,
Philippines, Singapore, Thailand and Vietnam) from 1971 to 20131aAdl of the variables are taken from the World
Development Indicators (WDI-reported by the World Bank) and UNCTAD (United Na@amference on Trade and
Development).

3.2.Research model

According to the empirical model proposed by Pao and Tsai (201&hd&in and Tang (2013) and Seker et al.
(2015), this paper examines the impact of FDI on CO2 emissiorsxf regional countries ASEAN period 1971-2013
as follows:

LCO,=a,+BLGDP+BLGDPSYBLEN+RLFDI+e (1)

Because the LGDPsq variable is the quadratic function of the LGDP variabtdemt@ avoid multi-collinearity,
when entering the regression model, we divide equation (1) into tvetieqst

LCO,=a,+BLGDP+BLEN+SLFDI+¢ 2
LCO, =ay+BLGDPsqr BLEN+B,LFDI +¢ (3)
where:

» CO2 denotes CO2 emissions per capita is calculated by divide CO2 emissions to totédgomp of the country
(tons per capifa

» GDP represents the real GDP per capita calculated by divide real GDP data to total population ofittiey co
(USD per capita

* EN is the energy consumption per capita. Energy consumption refers teehaf primary energy before it is
converted to final consumption, equivalent to the volume of domestic prodpdtizmmports, minus exports and fuel
supplies to ships, aircraft involved in international transport. Energguogption is measured in kg of oil per capita (kg
per capita)

« Foreign direct investment (FDI) is calculated by dividing the FDI inflows to the total populafithe country

383



(USD per capitp
*Biwithi=1, 2, 3, 4 is the long-term elastic coefficient of the variables
The variables are measured in many different units so before analysiedessary to convert all variables into a
uniform measure. Converting data sequences to natural logarithids &sues related to the distributed nature of the
data series. So all the variables of the six data series in this article are convestielbgasthm.
Table 1: Variable description

Variable Sign
CO2 emissions per capita LCO2
GDP per capita LGDP
Squared GDRer capita LGDPsq
Energy consumptioper capita LEN
Foreign direct investmeiper capita LFDI

Equation (1) is used to estimate the impact of GDP, EN and FDI on CQ#tjogr(R) is regressed to determine
the existence of the EKC hypothesis whereby LGDPsq is the major vandb&equation, the remaining variables are
control variables.

Under the EKC hypothesis, as rising incomes increase CO2 emissionsettaia level, CO2 emissions will
decrease. Thus, the sign of B1 of the coefficient is expected to be positive, while the sign of B2 is expected to bear a
negative sign, implying an U inverse -relationship between CO2 enssaiwmhincome (Dinda, 2004; Stern, 2004). On
the other hand, increased energy consumption increases CO2 emissiorenérgy used in production activities to
produce output, so the sign of B3 is expected to be positive (Ang, 2007; Halicioglu, 2009). Finally, theodif# can be
either negative or positive depending on the assumption of the contamiotibe impression or the hidden of
pollution hypothesis.

In this paper we use the ARDL model (Autoregressive-Distributed Lexpoped by Pesaran, Shin & Smith
(2001) to determine the impact of FDI, economic growth And consmerge on CO2 consumption. According to the
author, the ARDL method has many advantages over other co-integratedisneth

* First, unlike conventional methods for finding long-term relationships, the ARDL method does not estimate the
system of equations; instead, it only estimates a single equation (HamudaG@t3j.,

* Secondly, the ARDL method requires an integrated dependent variable at level I (1), the explanatory variables
can be integral at level I (0) or level I (1) or mixed medium 1(0) lagid While other co-ordinate techniques such as
Johansen (199]1)ohansen and Juselius (1990) require that the variables included mofstheesame degree of
integration (Hamuda et al., 2013). In addition, the ARDL model allowsl¢vate different latencies for each variable,
while other co-linking methods require variables to have the same latencytii8raed Chowdhury, 2005).

« Third, the Error Correction Model (ECM) allows for short-term andgierm equilibrium effects to be
considered without losing information in the long run.

4. Empirical Result
4.1.Unit root tests

Table 2: Unit root test results (without trend)

Level of Country

Variable  statistical
significance Indonesia Malaysia  Philippines  Singapore Thailand Vietnam

LCOz 13141 -0.7106 11476 23271 -0.8868  0.4946
LGDP _ 09849  -15780 05729 27080  -1.2104  1.2865
LGDP sq 2 09849  -15780 05729 27080  -1.2104  1.2865
LEN g 11241  -1.0059  -2.7025 19748 -0.0165  1.6628
LFDI L 18755 25822  -3.3697 21306  -1.6645  -2.4169

1% 38867  -35966  -3.6104  -3.6210  -3.6463  -3.5966
ADF critical 5% 3.0521  -2.9331  -2.9389 29434 29540  -2.9331
DLCO2 N 57532  -7.8338  -5.7063 1.9638  -4.3272  -6.6200
DLGDP 2 47666  -55674  -3.3635 50145  -39112  -3.8372
DLGPDsgq g 47666  -55674  -3.3635 50145  -3.9112  -3.8372
DLEN L 63640  -6.7054  -8.9023 71404  -4.8234  -5.3207
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DLFDI -5.6832 -2.9891 -9.3904 -6.0825 -8.7110 -7.7388

1% -3.8867 -3.6009 -3.6009 -3.6210 -3.6009 -3.6009
ADFcritical g, -3.0521 2.9571  -2.9350 -1.9498  -2.9350  -2.9350
Source: Calculated by the author.
Table 3: Unit root test results (with trend)
Level of Country
Variable statistical

significance  |ndonesia  Malaysia  Philippines  Singapore Thailand  Vietnam
LCO2 -3.3198 -2.1831 -3.1578 -2.6041 -1.4424 -2.3866
LGDP :g -2.3315 -2.4692 -0.6709 -1.8399 -1.8001 -2.2434
LGDP sq :@ -2.3315 -2.4692 0.6709 -1.8399 -1.8001 -2.2434
LEN I'—»i -1.0345 -2.0432 -2.6874 -1.5571 -2.6928 -1.7418
LFDI -2.8955 -2.8538 -4.6072 -4.7520 1.4597 -3.0258
ADF 1% -4.6162 -4.2627 -4.2268 4.2191 -4.1985 -4.1985
oritical 5% 37104  -3.5529 -3.5366 35308 -3.5236  -3.5236
DLCO2 -5.7612 -7.7521 -5.6681 -8.3263 -4.3371 -7.5156
DLGDP :_-g -4.7643 -5.6455 -3.7771 -5.6073 -3.985 -3.9019
DLGDPsq S -4.7643 -5.6455 -3.2990 -5.6073 -3.9895 -3.8372
DLEN I'—»i -6.4594 -6.7845 -9.0239 -7.3000 -4.7833 -5.3207
DLFDI -6.1498 -2.8184 -9.4265 -6.5592 -8.5988 -7.567
ADF 1% -4.2845 -4.1985 -4.2191 -4.2732 -3.6009 -4.2%7
critical 5% -3.5628 -3.5236 -3.5366 -3.5577 -2.9350 -3.5683

Source: Calculated by the author.

The results of stationary test of the time series data in Table 2 and Table ghaholn the case of Indonesia,
Malaysia, Singapore, Thailand and Vietnam, the variables are not stationary at tbeIr(@), after taking the first
difference, all variables are stationary at | (1) with a significance @v&l and 5%. In Philippines case, except that
the FDI variable is stationary at level | (0) in both test cases, the remaining vagtiblethe first differences are
stationary at 1% significance level (LCOZ2, LEN) and 5% significance level (LGBPPsQq).

According to Pesaran et al. (2001), the appropriate ARDL method for déries data has the integrated
dependent variable at level | (1), the integrated explanatory variables at level |1(@))orWith the stationary test
results for 6 data series, applying the ARDL model is suitable.

4.2.The impact of FDI on CO2 emissions

Table 4: Long-term impact

Variable - . s Coefficient - -
Indonesia Malaysia Philippines Singapore Thailand Vietham
LGDP -0.012 -3.110 -1.389 0.763 -1.282 1.475*
LEN 1.175 3.889 -2.021 0.478 1.645 0.190
LFDI 0.056 -0.160 0.251 -0.494 0.374 -0.060**

Source: Calculated by authors; ***, ** and *, respively, denote significance at the 1%, 5%, an® 16vel.

Table 5: Short-term impact

Variable - - e Coefficie_nt - -
Indonesia Malaysia Philippines Singapore Thailand Vietham
DLGDP -0.064 0.763*** 0.957* 1.923** 1.051* 0.011*
DLEN 0.071 0.562** 0.540* 0.481** 0.259 1.393*
DLFDI -0.013 -0.0004 0.005 -0.0075 -0.043** -0.062*
ECM (-1) -0.345** -0.203* -0.096* -0.085 0.201** -1.06*
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Source: Calculated by authors; *** ** and *, resgively, denote significance at the 1%, 5%, anth16vel.

The paper uses the ARDL model to estimate the effects of LGDP, LEN anddd~OO2 in the short and long
run, as shown in Tables 4 and 5.

As a result, in the long term, GDP reduces CO2 emissions in IndohNd&ysia, the Philippines and Thailand,
but has a increasing effect on Singapore and Vietnam. Except for the iRB8ippnergy consumption has a positive
effect on CO2 in the rest of sample. FDI has positive impact imksia, Philippines, Thailand and negative impact in
Malaysia, Singapore and Vietnam. However, except for Vietnam, these inipdltslong run were not statistically
significant for the five time-series data of the five studied countries. Inafietin the long run, GDP has a positive
impact on the 1% significance level on CO2. At a 5% level of significance,réddices CO2 emissions, but not
significantly. This result is also found to be similar to that repdrt@thng and Tan (2015) when studying for Vietnam
in the period 1976-2009. Energy consumption also increases CO&@mibut is not statistically significant in the
case of the remaining five country.

As a result, in the long term, GDP reduces CO2 emissions in Indoltd&ysia, the Philippines and Thailand,
but has a increasing effect on Singapore and Vietham. Except for the Phsippirergy consumption has a positive
effect on CO2 in the rest of sample. FDI has positive impact imbsgia, Philippines, Thailand and negative impact in
Malaysia, Singapore and Vietnam. However, except for Vietham, these impdltslong run were not statistically
significant for the five time series data of the five studied countries. Inafietim the long run, GDP has a positive
impact on the 1% significance level on CO2. At a 5% level of significance,ré&tices CO2 emissions, but not
significantly. This result is also found to be similar to that repdrtéithng and Tan (2015) when studying for Vietham
in the period 1976-2009. Energy consumption also increases COga@mibut is not statistically significant in the
case of the remaining five countries.

To analyze the effect of short-term change trends on long-term eguiljbthe study used the ECM (error
correction model) based on the ARDL model. Table 6 presents the resultsnattiestithe short-term coefficients from
the ARDL model. Accordingly, in the short term, GDP has a statisticajlyifgiant positive effect, increasing CO2
emissions for Malaysia, the Philippines, Singapore, Thailand and ViethamwiiiegnGDP has a negative impact on
CO2 emissions in the case of Indonesia but not statistically significaetgEsonsumption was found to have a
positive effect, increasing CO2 emissions for all six time series data lyusignificant for Malaysia, the Philippines,
Singapore and Vietnam. This result is similar to the study by Chadrahaangd(2013) for 5 ASEAN countries, Tang
and Tan (2015), Shahbaz et al. (2013). Regarding FDI, except fohiligpines, the FDI coefficient was found to be
negative for all rest five time series data, but only statistically significant for Ttailash Vietnam.

4.3.The test results of the existence of the EKC hypodsis

Table 6: Results of examination of the existence tiffe EKC hypothesis

LGDPsq’s coefficient

Country Shor-term Exist EKC Long-term Exist EKC
Indonesia 0.222 - -0.001 -
Malaysia -0.401* yes -0.129 -
Philippines 0.478* no -0.694 -
Singapore -0.298* yes 1.790 -
Thailand 0.564* no 0.552** no
Vietham 0.006* no 0.721* no

Source: Calculated by authors; ***, ** and *, respively, denote significance at the 1%, 5%, ant 16vel.

To test for the existence of the EKC hypothesis, the U inversed-ralafiobetween economic growth and
environmental quality, regression equation (3) to estimate the sign of lg&Déteefficient. If the coefficient of the
LGDPsq variable is negative and statistically significant, the EKC hypothesis; éxistther cases not satisfied, the
EKC hypothesis does not exist. Results of regression analysis show that:

- In the short term, the EKC hypothesis exists only in the callafysia and Singapore with a significance level
of 1%. This finding also exists in the study by Saboori et 817, Shahbaz et al. (2013), Lau et al. (2014). While in
the Philippines, Thailand and Vietnam, CO2 emissions increase with eicogimwth, suggesting the EKC hypothesis
does not exist.

- In the long term, in Thailand and Vietnam, the LGDPsq coefficient i¢asito that in the short term, that means
the EKC hypothesis does not exist at 5% and 1%, respectively. Thesiegresefficient of LGDPsq for the remaining
countries is not statistically significant, so it is impossible to conclude oaxisence of EKC. The absence of the
EKC hypothesis cause by LGDPsq has a positive effect on CO2 ishathand long term in Vietnam is also found in
the results of Al-Mulali et al. (2015). The case of the Philippines and THa#aalso found in Chandran and Tang
(2013), Narayan and Narayan (2010), Lean and Smyth (2010).
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5. Conclusion

The paper examines the impact of FDI on CO2 emissions for xhaSEAN countries, 1971-2013, using the
ARDL model. The results show that in the long run, only the reigresssults in Vietnam are statistically significant.
Accordingly, GDP poses a negative impact on CO2 emissions, FDI hasstizepimpact and reduces CO2 emissions.
In the short run, except for Indonesia, GDP was found to have a pagitil statistically significant impact (increase
pollution) on the remaining five countries. Energy consumption wasfalsa to have a negative impact, increasing
CO2 emissions for the six ASEAN countries but only significanMalaysia, Philippines, Singapore and Vietnam.

Except for the Philippines, FDI was found to have a positive itnpaducing CO2 emissions for the remaining 5
countries but only significant in Thailand and Vietnam. The logical explan&tiothe regression coefficient is not
statistically meaning that countries that are invested in FDI inflows are difficult ormpassible to learn and adapt to
advanced technology and new production techniques. It takes time to cal@ngmad Tan, 2015).

Therefore, it is not surprising that the effects are not statistically isigmif To determine the value of the EKC
hypothesis that the U inverse-relationship between economic growtkrasmdnmental quality for the six ASEAN
economies, the regression coefficient of GDPs q is considered. The re$ylfsurmd that EKC existed in the short
term in the case of Malaysia and Singapore, while EKC did not exist ieghefr group in this period.

In the long run, EKC does not exist in Thailand and Vietnam, and the resmnbasvidence to conclude. This
sample includes developing countries (except Singapore), should nai berprised that the EKC does not exist, as
developing countries are unlikely to succeed in achieving desired gtoattihe environment is improved. The EKC
that exists in Malaysia represents efforts to improve the quality ofetlveonment in the course of economic
development in this country. Malaysia has pledged to reduce its COZdarniby 40% by 2020 and its current efforts
to move to a green economy is a viable option for the EKC.

The results of this empirical study show that the higher economidigteads to higher CO2 emissions, the more
developed economies will attract FDI and FDI inflows will stimulate economiwthroThe estimation of short and
long term effects showed that FDI plays an important role for dewgl@ountries, which increases GDP and reduces
CO2 in developing countries.

From this empirical evidence, we recommend that policy maker should createagtive business environment
to attract FDI inflows, especially quality FDI flows to achieve green enge® High-quality FDI will help developing
countries to access environmentally friendly technologies and thus piaypartant and effective role in the transfer of
clean technology. In addition, the government should also improve thkftaghework and stricter environmental
standards for investing-countries to avoid polluting industries from deagblapuntries taking advantage of legal
loopholes to access developing countries.
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ABSTRACT

The Industrial Zones (I1Zs) in the Central Vietham key economic re@@MKER) play an important role for th
development of the local economy. This research aims to identify the deterrfantors that directly affect th
relationship quality between enterprises in the 1Zs in the CVKER. The reduftssurvey with 180 questionnai
responders, analyzed by SPSS software, show that the relationshify quithi three main components (trug
satisfaction and commitment) is strongly influenced by the communictdiar, followed by service quality an
barriers to change factors. That so, the study proposes to the authority’s region as well as macroeconomic policy make
some policy implications to enhance and consolidate the relationship betntegprises located in the IZs of t
CVKER.

Keywords: Commitment, Satisfaction, Trust, Relationship Quality, The Central Vietnaynekenomic region
Industrial zone

1. Introduction

The Central Vietnam key economic region (CVKER) present an importanirrdle overall growth of the
Vietnamese economy but tends to slow down in recent years due tmalegmmpetition. In fact, the policy
development and economic network between provinces in the CVKERbeffective (Le The Gioi, 2009). One of the
representative example for this phenomenon is that the cooperation betwasmidhdones (I1Zs) in the CVKER is
especially dispersed and hightly internal competitive. The development dZshies being defragmentedy the
localization point of view, which leads to the competition and pressure fineadiconomics participants in this region.
Therefore, improving the relationship quality between enterprises inZihefdcalized in the context of B2B, is
becoming a hight interet of policy makers as well as enterprises participald®y in

Relation quality is relatively new concept, developed in less than 30 yearemiparison with the theorical
principle marketing. Many marketing research and marketing strategies, nigprtilne, have considergdbuying
exchanges as independent transaction for short-term relationships. nanvjghe research related to the relationship
quality between suppliers and customers is very limited. Howeverethdts from a small number of studies have
shown that the relationship quality significantly influences the busipedormance. Based on this, the objective of this
study is to determine and evaluate the factors that directly impact theng@piguality, in the context of the IZs in the
CVKER, it will to provide and valid a theoretical model of the relationship qualith high recommendations for
enhancing the relationship quality between enterprises in this Region.

2. Review Literature & Empirical evidences of the CVKER
2.1.Relationship marketing

In today's hight competitive environment, losing customers is camegldan important failure for businesses.
Recent studies have shown that the cost of acquiring a new custdimertimes higher than the cost of maintaining an
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existing customer (Athanasopoulou, 2008). One of the busineg®osslis to build and to implement relationship
marketing (RM). According to Berry (1983RM is a strategy of engaging, maintaining, and enhancing relationships
with customers. Crosby and al. (1990) shows that the incongrbaheeen expericen of the seller and buying behavior
of the customer lead to establish and to maintain a long-term relationship béteqeartners- a form of reward for
both parties. In other words, the main purpose of relationship maykistito promote customer loyalty. Shirazi &
Som's (2011) study has confirmed that relationship marketing is oneookdw factors that help businesses gain
competitive advantages.

2.2.Relationship quality

From the 1980s to the 20th century, the concept of relationship qualityifR&ntionship marketing filed has
been discussed by researchers, for the first time by Dwyer and OFR) (488 developed a theoretical model of
relationship quality by Crosby and al. (1990), in which all authgree that the quality of relations is the core factor of
relationship-oriented marketing strategies. If the definitions of service ghalig’long been consistent by researchers,
(Gronroos, 2007), the relationship quality is not having a comredfinition. Table 1 below summarizes some of the
relationship quality that researchers have studeer the past 30 years.

Table 1: Recapticulatif table of the definitions ofRelationship Quality (RQ)

Author/ Year Definitions of RQ

1 Dwyer and Oh (1987) RQ is the customer’s perception about three key dimensions of the
relationship: satisfaction, minimization of opportunism and trust.

Croshy & al. (1990),

2 . . . . .
Luethesser (1997), Parson RQ is the customer's perception of trust and satisfaction about the sell
3 Parasuraman & al. (1994), RQ reflects a set of evaluation customer about the deals/ transaction t
Huntley (2006) have experienced. Customer satisfaction is a prerequisite for RQ awar,
Heining Thurau & Klee (1997 RQ is viewed as the relevance of a relationship to satisfy the custome
4 Smith (1998), Walter & al. for this relationship. The RQ concept consists of three componeriisires
satisfaction with the service or product, trust and commitment in the
(2003), Iven (2004) relationship with the partner

RQ is a concept that includes: trust, satisfaction, commitment, minimiz
opportunism, customer orientation, and ethical profiles establishee by t
customer.

5 Dorch & al. (1998)

6 Jonhson (1999) RQ covers important dimensions of relationships such as trust, fomest
non-opportunisme.

7 Naudé & Buttle (2000) RQ hgs five attributes: trust, unity, need understanding, capacities and
benefits of exchange.

8 Lang & Colgate (2003) RQ includes commitment, trust, satisfaction, social network and conflig

Source: Holmlund (2008, p36-38). Cited by Hoarggdhi (2013)

From the Table 1, we constate that there are different ways to define the R&yehdtins concept get following
common points: (1) RQ i® recognize and appreciate the perceptions of the partners; (2) RQ is aimeatision
concept, (3) three key aspects of the RQ concepdatisfaction, trust and commitmer@ther aspects of RQ are also
highlighted by researchers such as opportunistic behavior, iafiomm sharing, customer orientation, long-term
orientation, and so on.

2.3.Determinants of the Relationship quality

Previous studies have a consensus opinion on the importariR® ébr sustaining and developing business
relationship. However, the fact to identify factors that affect the relationshipsydgisationsidered as a challenge for
researcher due to the wide variability range. Hoang Le Chi (2013) hdmsigetd the determinants factofsRQ into
the following four main groups: (1) Factors that characterize the partnsrgb- sellers), that includes variables such
as the similarity between buyers and sellers (Crosby et al., 199®a¢®)r group expressing relationship attributes
such as communication efficiency, information shariogst of relationship transformation (Bowen & Shoemaker
1998); (3) Group of factors that characterize a product/service siggnace quality (Athanasopoulou, 2008; Liu et al.,
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2011) (4) Factors reflecting the business environment such as Market orientatiope(\g007 Nguyen and al.,
2010 , the uncertainty of the business environment (Mysen & Swean2610) .... The factors that affect tR& vary
greatly in different sectors (Finn, 2013).

2.4.Situation of economics development and relationshiguality in the IZs of the CVKER

The CVKER is the name of the dynamic economic zone in Central Vietnamdéscfive provinces and cities:
Thua ThenHue, Da Nang, Quang Nam, Quang Ngai and Binh Dinh provincess i ltthe third largest economic
region in Vietnamcharacterised by integrated seaport economic zones with the potential ofpdeyaloipbuilding
and maritime services. The Industrial zones in this Region play an impoota in the economic development of the
province in particular and in the Central in general. The total numb&sd§131, namely: 4 1Zs in Hue, 6 IZs in Da
Nang, 8 IZs in Quang Nam, 6 1Zs in Quang Ngai and 7 1Zs ih Bimht. The province with the most active industrial
zones is Da Nang and Quang Nam, especially Da Nang has 100% of industriah zgregstion. It is also the city with
the highest industrial surperficie. In terms of industrial productioneydda Nang city has the highé&s value (VND
13,352 billion), Quang Nam province is second (VND 7,073 billi@gnang city has the highest valumuble the
second place This evidence proves that the development and performance of thendssigble, based only on the
strengths of each local without cooperation. The activities of enterprid@s iare diversified, focusing mainly on
seafood processing, animalofl processing, wood processing and agricultural product proceSdiegsize of the
enterprise in the IZss mostly small and medium. The capital enterprises are from 5 to 50 bifbor61.8%).
Corresponding to the workforce, the majority of enterprises in #ggoR has a workforce of 50-300 people present
42.5%, erterprises with 10-50 employees present 30.1% and enterprises employmdhanorl000 people are only
6.2%.

Situation of relationship quality in the 1Zs of the CVKER

Although the specific governmental policy in favour of developirgCVKER has been implemented since 2003,
the results of implication policies related to investment capital, sectors to dévedltprest delocalized and limited.
There is a lack of cooperation between IZs in particular and between lbt@dsregion in general. Many surveys show
that 5 provinces of the Region are competing for promotiditypoelated to investment supports, teduction of
income tax, to reduction of land rent and land use tax ... All the policies peekark to synchronize a whole regional
development plan, an overlapping phenomen between the diferent deciovest also the movement of human
resources from the IZs. The forecasting of the development iiZshis impossible for the Central Region. Especially,
the 31 industrial zones have almost the same action planning and innésactévities: emphazy to traditional
industries (such as textiles and garments, agro-forestry-fishery girapelut the enterprises for the new industrie that
creates higbr added value and enhances the dynamic of the 1Z occupy amalypsoportion (Le The Gioi, 2009

The common characteristics of the IZs in the region are that they are smugaand disconnected to attract
foreign and local investment. Almost the investment activities lack thaaisupport and cooperation in the base of
relationship between the 1Zs, between 1Zs and economic partner outsigelds; between 1Zs in the same province,
and between provinces in the CVKER. This results is such a duplicatierlap but lack of association to exchange
information, materials, technology, seeking export markets as well as competitiegluacies. The industrial products
the CVKER are considered low productivity, low quality and high priceéhe competitiveness is low.

3. Research Model and Methodology
3.1.Research Model

The 1Zs in the CVKER contribute significantly to the economic devetopnof the region and of Vietnam.
However, for many reasons, the competitive pressure between industaalwithin the region and between different
regions has been increasing. That means improving the relationsilipy dpetween enterprises of the 1Zs in the
CVKER becomes a main concern. As we mentioned in Section 2.4 abewetdrminants of the relationship quality
vary greatly across sectors, therefore we have conducted a qualitatiyeastued to identify the initial factors
considered fundamental for this relationship. The research team conducted-depth interview with one
representative from the management board of Hoa Cam 1Z (Danang cityheumhterprise manager in Thang Binh 1Z
(Quang Nam provice) in'8May 2017. Based on the results of the qualitative research, the saidbatified three
initial factors that often directly affect the relationship quality. They Goenmunication effectiveness, Barriers to
change, and perceived service quality. These factors have also been cited ier@uaummber of previous studies
(section 2.3). The relationship quality variable is used based on Co&bB$8) (point of view, with three basic
dimensions of satisfaction, trust and commitment. Specifically:

Independent variables:

¥ http://viipip.com/homevn/?module=listip
§ http://vietccr.vn/xentin-tuc/lien-ket-phat-trien-cakhu-cong-nghiep-vung-duyen-hai-mien-trung-default. html
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“Communication Effectiveness” is defined as the sharing of meaningful and timely information using botim&br
and informal channels between customers and enterprises for a rdaedtanding (Sharma & Patterson, 1999). In
order to attain effective communication, the enterprise provides a variety of cocatien mediums to assist
customers in the decision making process. This allows customiiytenjoy all features of goods and services that
makes their consumption goods and services much better. The "@ication Effectiveness” scale with four items
tested by Anderson & Weitz (1992), Sharma & Patterson (1999), Lage428Gb) and Jena et al. (2011), will be used
for this study (Appendix 1).

“Barriers to change” is any factor that makes it difficult or expensive to change a supplier for the enterprises
(Jones et al., 2002). In particular, barriers to change tend to be fighservice enterprises (Grembler & Brown,
1996). The measurement scale of barriers to change of Liu & Xilj2dhd Jena et al. (2011) with four observational
variables is selected for this study (Appendix 1).

“Service Quality” reflects the feeling of customers when experiencing the services such as contract processing,
problem solving, customer support, information provision, etc. Measurement scale of service quality in previous
studies (Gronroos, 2007, Sharma & Patterson, 1999, Palaima &skewiniene, 2010) is adopted in this study
(Appendix 1).

Dependent variable:

“Relationship Quality” is defined as the customer's perception of trust and satisfaction and commitment to the
seller (Crosby et al., 1990). Based on studies by Crosby et al. (2880Hoang Le Chi (2013), the RQ scale is
developed with 3 observational variables RQ1: We satisfy with the gooldseavices of company A; RQ2. We fully
trust company A; RQ3. Our relationship with company A deserves to be mathtaith utmost effort. A theoretical
model of factors affecting the quality of relationships among emgepin the IZs in the CVKER is constructed as
shown in Figure 2 below.

~N
Barriersto change

- /\

e c a N Relationship

ommunication l
X > I

Effectiveness " Quality

- J

e ] R
Service Quality

- J

Figure 2. Determinants of the relationship qualityamong enterprises in 1Zs in the CVKER

Research hypothesis

Many studies found a positive relation between barriers to change andeatitg of the buyer-seller relationship.
For example, Liu et al. (2011) conclude that barriers to change have taagiideggositive effect on individual customer
loyalty in the mobile market in Taiwan. Ping's study (19%@ws the direct and positive impact of barriers to change
on commitment in the relationship between service provider and custdutender & Soderlun (2003) discovers the
indirect effect of barriers to change in loyalty through satisfactionhypethesis H1 is constructed as follows:

H1: Barriers to change have a positive impacthenguality of relationships among enterprises &li#s.

Many studies in B2C context (ex. Shemwell et al., 1998; Sharma & Patté3@®, Wong & Shohal, 2006;
Caceres et al., 2007; Ou et al., 2011, Heinning-Thurau & Klee,199#edaint that there is a positive relation between
the service qualtiy and the communication effectiveness to the relationshiy qQuagktr-seller. Therefore, in the B2B
context, the hypotheses H2 and H3 are formed:

H2: Service quality have a positive impact on dgiality of the relationship among enterprises ia tBs.
H3: Communication Effectiveness have a positivpdet on the quality of the relationship among emtises
in the IZs.

3.2.Methodology

This study uses a combination of qualitative and quantitative study. Etiéatjue phase (in - deep interview,
presented in section 3.1) is designed and conducted to identify key elerhd#msresearch model and to adopt the
measurement scales in the context of B2B and in Vietnam. In quantitaityg $he primary data is collected by
guestionnaire. We used non-probability sampling method with thelgimpuof the enterprises in the 1Zs in Da Nang
city and Quang Nam province. The respondents were customer care represeii¢alirs staff, warehouse keeper,
accountant ...), managers, member of the Board of Directorderpares in the 1Zs in Da Nang city and Quang Nam
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province (Hoa Khanh 1Z, Lien Chieu IZ, Dien Nam - Dien Ngoc IZmTHiep 1Z, Chu Lai 1Z). The respondents are
selected if they participate in exchange transactions, directly monitorirgycgaitacts and keeping information about
key clients. There are only 180 questionaires out of 186 questionaires setitdiark eligible for data analysis.
4. Findings research & Discussions
4.1.Descriptive Statistics

The analysis of the data reveals some important characteristics ofrteg sample as follow: the respondents

were mostly male (Figure 3.1), with the average age of 41-5@ yEagyure 3.2), about one third of them are senior
managers or at least group leader (Figure 3.3) and have more than 16f yaaidng experience (Figure 3.4).

4% '

[
@ Male » #3120

56% 8 Femal % 8 41-50

B OverS50

Fig. 3.1 Respondents by gender (%) Fig. 3.2 By age group (%)
03%_ 03° . ;
"R 16% W I5% B
. @ Do, Vi deets
. §20007 mareger, unaor matapey . 3V-5V
B Leader Grous ¥ Ey-10y
B raise B >10y
Fig. 3.3: By job position (%) Fig. 3.4: By job seniority (%)

According to the results of the survey, almost all respondents areéngiarktextile, and garment, and leather
manufacturing companies; steel production enterprises, wood productdaatid products; logistic services, and
information and data service suppliers. Those who work for woddsteel production enterprises accounts for the
largest share of 49.4% (Figure 4). Most surveyed companies have 50dmpyees (48.9%), followed by companies
with 20 to 50 employees (32.8%). The level of commercial transactiongheittompanies in the IZs over the past 3 to
6 months accounts for the highest proportaind4.4%. The types of transactions vary including buying - selling
products or materials; construction, installation and repair of infrastru€@finehich the main transaction is purchase
of materials (accounting for 46.1%).

11,70% 3,90% 15,60%

W Textiie and garment industry

Steel industry

19,40% m Wood processing industry
23,30% m Piastics processing

B Logistics and support

@

Informations & database services

26,10%_—

Figure 4: Business activities in the 1Zs of the CVER

4.2.Research hypotheses testing

Before testing the three hypotheses presented in Section 3.1, the autliustembmn EFA (exploratory factor
analysis) to determine the key factors affecting the relationship qualitedetenterprises in the 1Zs of the CVKER.
All items of independent variables were included in the first EFA. The reswltg that the coefficient KMO = 0.727,
sig. = 0.000, Chi-Square's Bartlett test value = 1491,144 with Sig. & 8MO05- that assure the relevance of the EFA
and the quality of the data used to perform the factor analysis. Titaeten sums of squared loading with 74.302%
means that those three factors could contribute to 74.302% of the vaA@pendix 2a). Based on this result, the EFA
results permit the identification of the following three factors: @uomication Effectiveness (CE), Barrier to change
(BC), perceived Service quality (SQ). Similarly, the authors also pegfbamother EFA for the Relationship Quality.
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The result again is satisfactory

Given the factors obtained from the first EFA, the team conduc&dlftha Cronbach Coefficient Analysis to
evaluate the reliability of thd scales. With 14 variables (both dependent and independent) included in the alpha
Chrobach’ analysis, all explanatory variables are significant except CE4 (Commianiczfectiveness FactorBC4
(Barrier to change factor5Q2 (perceived service quality factor) due to the coefficient <0.3. ,Tines remaining
variables (11 items) are included for the next analysis (Appendlix 2b

To test the hypotheses, the authors carry out a multivariate regrbssiveen the three independent variables and
the dependent variable. The results of the analysis (Appendix 3) shoaedhéh three independent variables
Communication Effectiveness, Barriers to change and Service Quality wsitesgly correlated with Relationship
quality (pearson coefficients are sequentially 0.646; 0.554, OvitB4ig <0.05). The mean values of the variables were
3.61, 3.79 and 2.61, 3.76 / 5, respectively. The linear regressadysis showed that the model had R2 = 0.543 and R2
corrected (adjusted?) = 0.536. In other words 54.3% of the vargdrtbe Relationship quality are explained by the
three determinants. The coefficients F= 69.808 and sig 0.00 in thgsianaf variance show that there is no
multicollinearity in the Regression models (Table 2 bglow

Table 22 Resutls of linear regression analysis

Non-standardized Standardized ) .
o o Co-lineatiry
Models/Variable Coefficient Coefficient t Sig.

B Std. Error Beta Tolerance VIF
(Constant) .209 .299 .700 .485
Communication Eff. .419 .048 494 8.724 .000 .810 1.235
Barriers to change  .335 .055 .343 6.061 .00C .809 1.236
Service quality .293 .081 .186 3.64C .000 999 1.001

a. Dependent Variable: Relationship quality

The regression results (unstandardized) show the following relationshipdrethe independent and dependent
variables:

RQ=0,209 + 0,419€E + 0,335BC + 0,293'SQ

Note RQ: Relationship qualityCE: Communication Effectiveness; BBarriers to change; SQ: service quality
perceived.

The highest impact factor was the Communication Effectiveness (beta c@494 with positive effect),
followed by the barrier to change factor (beta coef. = 0.343 with pesfiect), and finally the Service quality (beta
coef. = 0.186 with positive effect). Teeresults allow us to conclude that the three hypotheses H1, H2, and H3 are
acepted at statistically significant level of 0.000.

In addition to the regression analysis above, the authors have aisotl® ANOVA analysis to find the
differences of level of relationship quality following the different groly sex, age, position, and senioritihe results
of the ANOVA analysis show that the relationship quality depend on goge(lix 2 - younger managers tend to be
more satisfied, more committed as they arelyn promoted, and always full of enthusiasm in new jobs, ne\tipos.

5. Conclusions & recommendations

This research identifies the key factors that influence the relationship qumalite context of the 1Zs in the
CVKER, namely, communication effectiveness, barriers to change ardesquality. We draw some conclusions and
recommandation following this three factors determinants as follows:

Communication Effectiveneshe results of this research model show that the factor is the strdfagtmst that
influence theRQ. Currently, businesses are very interested in enhancing interactitwrallynsupporting the process of
doing business. The long-term cooperation and communication is thessesttial and obvious method. In the context
of B2B, direct marketing plays an important rimemaintaining and establishing meaningful ongoing dialogues with
stakeholders (email, phone, brochures, efeuythermore, Internet communications constitute the main trend of the
Industrial revolution 4.0, and present a strong power communication (website, social network toolkits...). In addition,
businesses need to recruit and train professional staff, who are kgeualiéel and have the skills to negotiate and
convince potential and existing customers. Any incident occurring duringrticess of delivering goods and services
should be quickly communicated to customers and enterprise needitteptte best customer support.

Barriers to changdn the study, this factdras the positive impact on the relationship quality between enterprises
located in the IZs of the CVKER. Due to the specificity of usingdgaand services on a large scale, industrial clients
have to deal with many important barriérghey want to switch suppliers. Creating high conversion costsifing
business solutions, technical solutions, multiple promotions andoem@e customer policies), creating technical
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barriers (by adding technological content each attribute of product/service) or creating psychological barriers
(customer care centre, hotlirensultancy, ...) are ways to retain customers with higher attachment and loyalty.

Service Qualityis the third factor that has the greatest impact on the relationship quaiility, the level of the
perceived service quality depends on the human factor, particulary in ttextcofiB2B. In order to enhance the
relationship quality with customers, enterprises need to ensure thatdheipersonnel has the same commitment to
customer service, always ready to satisfy all requirements of the @arsémh is willing to solve customer problems
incurring. In addition, business organizations need to build a friemdlyt worthy and customer-friendly service
environment. For example, clean, well-stocked office, clear, comprelenstbognizable, and easy to implement
procedures and instructions. In particular, the elements of the servigdgorologo should be reflected in the design
of the office so that customers can always easily associate with the brand.

6. Appedix

6.1. Appedix 1 - Measurement scales of the main variabte

Items Likert scale
I COMMUNICATION EFFECTIVENE SS 1 2 3 4 5
Company A always informs us immediately when something
1 wrong and supports us in the best way in those situations.
Company A's sales representative often discusses with us abou
2 services and goods
Employees of Company A always explain clearly the featureseo
3 goods and services they are providing to us
There is always a good deal of formal and informal communica
4 between our company and Company A

BARRIERS TO CHANGE

Switching to a new supplier will lead to economic loss for

5 company
Changing to a new supplier will lead to the risk of losing the busi
6 relationships of our company with our customers

It is difficult to find suppliers that meet the needs of our compn
7 Company A

Company A has made certain changes in its service process to m
8 specific needs of our company.

" PERCEIVED SERVICE QUALITY

Employee’s company A are able to solve all the problems arising in
9 our goods and services

10 | always have a great experience when interacting with Company

Company A responds very promptly to complaints about our g
11 and services

RELATIONSHIP QUALITY

[\ 1 2 3 4 5
12 We satisfy with the goods and services of company A
13 We fully trust company A
Our relationship with company A deserves to be maintained
14 utmost effort.

6.2. Appendix 2: EFA analysis & Cronbach’s Alpha
6.2.1.EFA Analysis

Table 3: KMO & Bartlett's test

Kaiser-Meyer-Olkin Measure of sampling adequacy 727
Bartlett's Test of Sphericity Approx. Chi-Square 491.144
df 28
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Kaiser-Meyer-Olkin Measure of sampling adequacy 727
Bartlett's Test of Sphericity Approx. Chi-Square 491.144
df 28
Sig. .000
Table 4: Total variance explained
N Extraction sums of squared Extraction sums of square
Initial Eigenvalues ; .
loading loading
Factor % of % of % of
Total 00 Cumulative% : Total 00 Cumulative% | Total 00 Cumulative%
Variance Variance Variance
1 3.065 38.30¢ 38.30¢ 3.06% 38.30¢ 38.30&€ 2.424  30.30% 30.305
2 1.65E 20.68¢ 58.994 1.65& 20.68¢ 58.994 1.864 23.304 53.60¢
3 1.22¢ 15.30¢ 74.30Z2 1.22% 15.30¢ 74.30Z 1.655 20.694 74.302
4 .630 7.8732 82.17¢
5 407 5.092 87.26¢
6 .376 4.69€ 91.964
7 .362 4,521 96.48¢~
8 .281 3.51¢ 100.00C
Extraction Method: Principal Component Analysis.
Table 5: Rotated Component Matrix
Components
1 2 3
CE1 .889
CE3 .863
CE2 .828
BC2 .871
BC1 .839
BC3 .557
SQ3 .887
SQ1 .875

Extraction Method: Principal Component Analysis.

Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 4 iterations.

6.2.2.Alpha Chronbach’s analysis

Table 5: Alpha Cronbach’s analysis

Factors Aﬁ;ﬁz‘;ncglo;;?:m s After Cronbach’s Alpha analysis
Number Cronbach’s Alpha Number
CE: Communication Effectiveness 4 0,854 3
BC: Barriers to change 4 0,711 3
SQ: Servive quality 3 0,732 2
RQ: Relationship quality 3 0,822 3
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6.3. Appendix 3 — Means test

Table 7: Means Test

Means Std Deviation N
Relationship quality 3.7632 .78694 180
Communication Effectiveness 3.612¢ .9278C 180
Barrier to change 3.797¢ .80557 180
Service quality 2.614: 49764 180

6.4. Appendix 4 — Linear regression analysis

Table 8 Model summery

Model R R sauare Adjusted R F df1. df2 SigF Durbin
square Watson
1 0,737 0,543 0,536 69,808 3 176 0,000 1,826
Table 9: ANOVA
Model Sum of square df Mean square F Sig.
. 60,231 3 20,077 69,8 0,000
1 Regression 08
Residual 50,618 176 0,288
Total 110,849 179
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ABSTRACT

Vietnam, like the rest of the world, is now standing on the brirk ®chnological revolution that will fundamental
change the way we live, work. For this revolution, the technologies asichrtual reality, Internet of Things, 3
printing, big data, and artificial intelligence are applied to all areas of sociwsic life, including the bankin
industry in general as well as the mobile payments in particular. This articlet@imgplore the antecedents a
consequences of the initial trust in the context of mobile paymevietnam. Establishing four focus group sessig
and twenty semi-structured individual interviews collected the empirical dathifoexplorative study. The resul
show that the reputation of service provider of mobile payment, theatem of mobile payment vendor, structu
assurance, service quality, perceived ease of use and perceived riskcenfluerinitial consumer trust. Results al
suggest that initial trust and perceived usefulness affect the intémtime mobile payment. We believe that this pg
will have implications for banks managers, policymakers and consurm@erefore, this subject not only offe
interesting perspectives in terms of development strategies of mobile mayméetnam but also offers suggestio
for future research.

Keywords: mobile payment; initial trust; intention to use; Vietham

1. Introduction

Mobile payments are generally defined as the process of the exchangeeyf for goods and services between
two parties using all kinds of mobile devices and wireless communicationotegies (mobile telecommunication
networks, Internet), in return for goods and services. The mdbilices help users to connect to a server through
which transactions are made and confirmed Mbile payment (m-payment) can be broadly classified into two
categories: point of sale (POS) contactless payments and mobile remote tgajghdesides, a mobile payment is
carried out with a mobile instrument such as mobile credit card or a maddikt.\virherefore, mobile payments were
distinguished from any specific type of electronic or mobile moneyudieeof mobile devices to access electronic
payment services, and electronic banking.

According to a recent study by Appota and Google, the Internet penetitioin Vietnam stands at 52 percent.
Mobile subscriptions have increased to 131.9 million with the smartphanership reaching 72 percent and 53
percent in urban and rural areas respectively. In urban areas, smantpherehip has almost quadrupled from 20
percent in 2013 to 72 percent in 2016. The rapid growthtefriet usage and smartphone penetration driven by cheap
smartphones and low service costs will continue to act as enablers aitk ghe/necessary means for m-payment
servicesFurthermore, there have been 50 banks in the market and participating in Vietnam’s retail banking. In addition,
there are seven suppliers of mobile telecommunications service in action, hakierextensive coverage all over the
country. Therefore, Vietnam is a huge potential market to harness tlie pmpment service.

In Vietnam today, transaction value in the “Mobile Payments” segment amounts to US$18m in 2017, and
transaction value is expected to show an annual growth rate (CAGR22Q1Y of 75.4 % resulting in the total amount
of US$170m in 2021In the “Mobile Payments” segment, the number of users is expected to amount to 4.662khy 2
The average transaction value per usehén“Mobile Payments” segment amounts to US$10.34 in 201There are
three models, which deploy the mobile payment service in Vietnam. Thenfigstl is mobile company as the leading
model, which is called operate-led model. The second model is bank as the lratia The last model is

* https://www.statista.com/outlook/331/127/mobile-payments/vietnam#takeaway
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cooperative bank-telecommunication model. However, Vietham has one of thet sigteslominated economy in the

world, with almost 90 percent of all transactions conducted in cagfording to Christian Konig, a fintech consultant

and founder of Finanzpro, which operates several sites on the topic foonsiigope and Southeast Asia, trust is a
major issue among Vietnamese customers in regards to digital payaaemtd as m-payment.

In addition, several researcheskowed that m-payment was destined to become an unavoidable means for
commercial and financial transactions. However, the adoption of m-payeraains relatively weak and the market
has not yet matured. These researchers suggested that m-payment watsstiflaincy [3] This gap between what m-
payment can become and the current stage has led to increasing interestes®argers in understanding consumer
concerns and studying the acceptance of this means of paymeniowheagress of m-payment is explained by a lack
of standardized standards, as well as concerns about security and d¢iatifigl¢]. These problems arising from trust
concerns can be explained by a lack of understanding of the facbmsfihence customer trust in m-payment [3], [5],
[6]. It is therefore crucial to understand how consumers develop thetr &t the literature level, there is a limited
understanding of the antecedents of trust in the context of m-paykhest previous studies on the adoption of mobile
payment have treated consumer trust as a general concept without sgduifyinhis trust was induced and what are
the explanatory factors. Especially in Vietnam, no study has attemptexlétop a model of factors explaining the
initial consumer trust of mobile payment. The objective of this reseatoheisamine the explanatory factors of initial
trust and to describe its effect on the intention to use m-paymmerigaVietnamese consumers. This research helps to
examine how the characteristics of the m-payment service provider and paynifent vendor, structural assurance
and mobile technology shape the development of consumer trust in nequagna identify barriers to adoption of this
service.

2. Literature review and hypotheses proposal

Lots of research has been done about initial trust in diverse fields sedoraemics, organizational behavior,
psychology and sociology. In an intergrated view, initial trust isria fof trust developed without agreement or prior
experience. Initial trust assumes that the individual has the will to rely ondaptinity for the first interaction [7]t
reflects the willingness of individuals to take risks to meet a neec{&tomers that have a high confidence level for
the mobile payment services will feel the honesty and reliability of thécsepvoviders, and it will make customer
inscrease the intention to use this service [9]. Indeed, trust is antamipfactor in the context of technology such as e-
commerce [9], mobile commerce [10][11], and mobile banking [ERkmining initial trust in mobile banking, several
researchers show that structural insurance is one of the primarynohatets of initial trust [10] and that initial trust
affects the use of mobile banking [13]. Besides, [14] show that percsdmdity perceived ubiquity and perceived
ease of use have significant effects on initial trust, which in taeterchines perceived usefulness and intention to use
[15] suggest that the willingness of consumers to adopt mobilagraydepends on their trustworthiness assessment of
mobile service provider and vendor, their evaluation of functional reliabflityabile payment systems as well as their
general disposition to trust and their cultural background, in particuleertaimty avoidance. With the above rationale,
this study establishes a research model consisting of following variabledgatiep of mobile service provider;
reputation of mobile payment vendor; structural assurance; service qpaliteived ease of use; perceived risk,
perceived usefulness and intention to use.

2.1.Initial trust and reputation of mobile service provider, reputation of mobile payment vendor

The perceived reputation of mobile service provider is defined as the exteritkotihconsumers believe in the
mobile service providés competence, honesty and benevolence [16], [17]. Similarly, the pedcedputation of
mobile payment vendor is defined as the extent to which consumers faelnmobile paymentendor’s competency,
honesty, and benevolence (adapted from [5]). It has been identifiedeerainant of initial trustWhen consumers do
not have previous experience with a firm, they rely on its reputai@valuate its trustworthiness [17]. In a mobile
banking study[11] also find a positive relationship between the reputation of a mobiléngaprovider and consumer
trust [11]. By extension to the mobile payment services, several resedinotdeaspositive relationship between the
reputation of the service provider and consumer trust [3] A&jordingly, this study proposes reputation of the mobile
service provider and reputation of the mobile payment vendor can affedtdansumer trust.

H1: Perceived reputation of the mobile service provider is positively asscociatetthevidvel of consumer initial
trust in mobile payment.

H2: Perceived reputation of the mobile payment vendor is positively asscogittiegtie level of consumer initial
trust in mobile payment.

2.2.Initial trust and structural assurance

The perceived structural assurarc@éefined as “consumers’ perception about the institutional environment that
all structures like guarantees, regidas and promises are operational for safe, secure and reliable transactions” [5].
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Besides, [18] point out that structural insurance is a important antecedaittabtrust because it discourage possible
opportunistic behavior of the trustee parties, such as non-compliangd, dieta leakage, etc. Prengresearch in e-
commerce and m-commerce supports the positive relationship between cotrsigtriarmobile banking and structural
insurance [3]. Indeed, m-payment services can be vulnerable to frigacly and interception of information. These
problems incur the users’ concern about the security and reliability of payment. To strenghttgninitial trust in m-
payment, users can rely on structural guarantees. Based on theseatrfipulings, we propose the following
hypothese.

H3. Perceived structural assurance is positively asscociated with the leseh@imer initial trust in mobile
payment

2.3.Initial trust and service quality

Service quality reflects service reliability, speed, and personalizatioBd6h person evaluates the service quality
offered according to his or her own perception, opinions and expestafinre to the lack of prior experience,
individuals will rely on their perception of service quality to build initial trid®]. Ensuring good service quality is a
process that requires time and investment. If consumers can not get rédisthland personalized services, they may
think that service providers do not have the capacity and integrisliteedquality services that meet their expectations
[5]. A perceived service quality as bad will have a negative impact onvilaadon of credibility, honesty and
benevolenceof service providers. The effect of service quality on trust has beeratealidn e-commerce [9] and
mobile banking [14]. In the m-payment context, good service quelifyires continuous resources and investments to
ensure a stable, secure and permanent connection to mobile networks asnsthasechnical assistance. Due to lack
of previous experience, consumeanrely on their own perception of the information quality and systaatity to
form their initial trust in mobile services [14]. Communicated informatiat is inaccurate, erroneous or not updated
will reduce consumertsexpectation to achieve positive results in the future. This can lead to a lack ofirnrust
payment services. Thus, we propose the following hypothese.

H4. Perceived service quality is positively asscociated with the level of conguitiz¢itrust in mobile payment

2.4 Initial trust and perceived ease of use

Perceived ease of use is defined as the degree to which a person believésglaapadicular system would be
free from effort [20]. According to [21], perceived easausé is explained by the complexity of a system, which is a
barrier that discourages consumers from adopting an innovation. Reregise of use is closely linked to initial trust
Various researchers find the significant relationship between initial consumeandiperceived ease of use in the
context of online transactions [9], [2224]. In the mobile payment context, perceived ease of use reflectifitwtgt
of using this service. The complexity of the technology and the miscbwith the use of the mobile interface, because
of its small size, can represent obstacles for the use of m-paymkemanbe the cause of an unfavorable attitude
amongs consumgif25]. A clear interface, with easyavigation reduces the consumer’s need to control the system.
Consumer will spend less time and effort, which is likely to increaskevés of initial trust [14]. Hence the following
hypothese is proposed.

H5. Perceived ease of use is positively asscociated with the level of camigitial trust in mobile payment

2.5.Initial trust and perceived risk

Perceived risk is defined as the overall uncertainty perceived by the conisumermlnerable situation [26]
Previous research show that perceived risk is one of the main driveoesumer resistance to mobile finance services
[27, p. 20], [28, p. 201]. For mobile payment systentscivis focused on virtual transactions via a wireless network, i
involves many risks that can hinder consumer trust in this sestich,as the risks of fraud and the hacking of personal
data [5, p. 2Q]In addition, [6] identified four types of risk in this context: ficéal risks, technical risks, security risks
and risks of confidentiality. The financial risks concern the sum tpdie, for example the delays in the payment
transaction, only one product can be purchased several times. Tecksksaare linked to mobile networks and
technology. The reliability of the payment system and the mobile phone devdacmajor concern because they can
lead to transaction errors. These errors could be caused by therpaystem or by misuse of the system. Other risks
are technical, such as the phone battery that may be missing orwleeknetnnection that may fail in the middle of a
payment transaction. Perceived security risks include piracy, fraddha theft of credit card numbers. The problem of
privacy is perceived as a risk because consumers are not willing tosdighkir personal information to payment
service providers. They think that their purchases will be recorded, aeingpéinsonal information will be misused for
commercial purposes. Some consumers may feel in a vulnerable positoisdérey have no control over transactions
and their privacy may be jeopardized by opportunistic trading partnewioet5]. All of these studies indicate that
consumers take into account the risks, which they face before gieggtheir initial trust in m-payment. Thereforeg w
propose the following hypothese.
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H6. Perceived risk is positively asscociated with the level of consumer initsalitrmobile payment
2.6. Initial trust and perceived usefulness

Peaceived usefulness is defined as the degree to which a person believes that pamicular system would
enhance his or her job performance [20, p. 198]. Indeeiddandual will be more likely to adopt a technology when it
derives an economic, informational, or social benefit as a result of that useditioradperceived usefulness was
frequently cited as a cognitive variable [9, p. 2], [24, p. 2]. Irctwext of m-payment, perceived usefulness means the
benefits derived from the use of this technology, such as timegsadoess to payment at any time, convenience, etc.
Besides, initial trust provides a guarantee that users will achieve the expected positige[9Fs[14]. Thus, the
following hypothese is proposed.

H7. Initial trust is positively asscociated with perceived usefulness in mudyjieent

2.7.Initial trust and intention to use mobile payment

Behavioral intention is defined by Rogers (1995) as the mental patternddllbyan individual since the first
information that he receives concern an innovation until he adoptsiittidefy [29, p. 1]. Trustcan influence
consumelks intention to adopt technology [30, p. 199]. Previous studies-comemerce and m-commerce show that
trust has a positive relationship with the intention to adopt technology9[5][11], [28, p. 201], [31, p. 200]By
extension to the m-payment context, the level of consumer trust indicatpsobability of adopt m-payment [3], [5, p.
20]. Consequently, consumer trust plays a crucial role in the decisiopt adpayment. Lack of trust is considered as
an obstacle to the adoption of m-payment, which is a relatively newdtioovThus,

H8. Initial trust is positively asscociated with intention to use mobile payment

2.8.Perceived usefulness and intention to use mobile yaent

Several studies confirmed that perceived usefulness has a significectt @ff the explanation of attitude,
behavioral intention and consumer behavior. [20] show that perceisefliiness is an important determinant of
intention to adopt. Numerous studies confirm that perceived usfulnessaptagsificant role in explaining consumer
attitudes and behavioral intention [10, p. 20], [20, p. 1B8kides, [14] demonstrate that perceived usefulness is an
important determinant of intention to adopt m-payment. Therefore,

H9. Perceived usefulness is positively asscociated with intention to use ipaiteent

3. Methodology

Data collection:

A qualitative approach through focus groups and individual inte@s/i@as chosen to explore initial trust in the
context of m-payment. First, we will conduct group interviews that preparedabedyfor individual interviews. The
combination of two methods aims to limit the bias that may be duebjectivity of data analysis, and to enhance data
richness and depth of inquiry [32, p. 20]. This exploratogsphwill elicit the research hypotheses.

Four groups were formed: students (9), young workers {8es and employees (9), and middle-aged people
(8). The total number of participants was 34. Theses meetings lastediamiely two hours.

Semi-structured interviews were conducted in order to gain a deepertanderg of the research problem. The
data are then obtained from 20 individuals without representativeness [32].p. 20

All interviews were written to meet the research objectives. They cogefollowing topics: initial trust in m-
payment, reputation of service provider, reputation of mobile paymewtovestructural insurance, service quality
perceived ease of use, perceived risk, perceived usefulness atidnn@mnise m-payment.

Data analysis:

All recorded interviews were transcribed for content analysis. We ootestran encoding grid, which organized
around the themes to be studi¥de counted the frequency of appearance of the extracts having a sim#aing for
each theme. We will present the main results analysis.

4. Results analysis and discussion

First, participants were asked about their use of the mobile phone. Then they werabasked-payment, their
perception of this service, the factors that influence their initial trusinégtion to adopt this service.

The objective of this research is to determine the factors explaining the initiaincensust and its effect on the
intention to use npayment. Results analysis from the thematic analysis will allow us, thrawgimparison with the
literature and advanced research proposals, to generate the research hypotheses.

401



4.1.Initial trust and reputation of mobile service provider, reputation of mobile payment vendor

Reputation may be considered as a decisive factor among respo(d®lits “This is the first factor that
positively influences trust They highlighted some service provider characteristics and mobile paymaettr ven
characteristics that are related to reputation, such as the number of yearsésshube size of a business, and
notoriety. To speak about reputation, participants used terms such &s poaijive feedback, expertise, competence
and communication. Some participants discussed about the psycholodicahcin of the service provider’s
communication and reputation on consumer trust. The results indicate thad gegatation of the m-payment service
provider/mobile payment vendors reduces the perceived risks and atedgrib the formation of initial trust among
consumers. Respondents are more willing to conduct mobile transactisexitfe providers and mobile payment
vendors are reliable, with a good brandigmand expertise in the field “A firm with a reputation for service quality is
trustworthy’. The results show that the reputation of mobile service provider/reputation of mobile payweeior is
crucial antecedents of initial trust. These results are in agreement with the litgshtamd support the hypothese H1,
H2.

4.2 . Initial trust and structural assurance

100% of respondents said that they would be more confident to usgmept if the regulations are in line with
the digital reality in order to safeguard the interests of the consurdezrsure the commitment of the service provider
“If a service has a well-defined legal frameworkttheotects the rights of users, we will have mooaftdence and will
be encouraged to usé.itSeveral participants suggested that legislation has an impact on trust as it govesummer
protection “Traceability is an important factor in pirdtyOthers mentioned the need for m-payment service providers
to have certification and authorizatiom operate such a service “I will choose the service that meets the law thesto
avoid the risk of fraud These results are in agreement with the literature [5] and support thedsgbtB.

4.3.Initial trust and service quality

100% of respondents said that the m-payment service should beasgfantl reliable. The parties involved ie th
m-payment process must ensure a stable, secure and permanent acortoeatiobile networks and offer instant
technical assistance in the event of a failure. A good setyigéty must be “easy to use, compatible with many
operators and several mobile devices, reduce costap cost and high sedty”. Some participants said that they
would have confidence in the experiences of those around theaddition, they insisted on having a certification by
the service provider to prove the quality of service offered. A higtlityy of m-payment service is likely to generate a
positive attitude among consumers and cause initial consumer trust. €aeks are in agreement with the literature
[14] and support the hypothese H4.

4.4.Initial trust and perceived ease of use

82% of respondents said that the characteristics of the device could inftheirceonfidence, such as mobile
design, service interface, application ergonomics, etc. If service interface were cleasyatal ez, they would have
more confidence in mpayment service. “I feel safer when the application is easy to’udey also say that the brand
of the mobile device has an influence on their trust, and that swybéde devices are safer and less vulnerable than
other operating systems. The rest of the participants argued that thesesfeatud affect the use and adoption of m-
payment instead of their trust in this service. They find that easseois not tied to trust. The rest of the respondents
supported the hypothese H5.

4.5.Initial trust and perceived risk

5% of respondents said that m-payment was safe. For the rest, their covitemsgpayment relate to the risks of
fraud and piracy, as well as misuse of data or theft and spoofingdif card numbers, personal data, etc. The results
show that the perceived risks closely influence consumer trust. s of risks have been identified. Security risk is
the biggest cause (8€). Participants mentioned the possibility of attacks, fraud, and fake credihgeebers They
talked about scam, risk of hacking, security breach. Participants are alserred about cases of theft or loss of
telephone “The biggest risk is losing the phone and being ghdrdoes not match my usdg&he confidentiality is
considered as the second biggest risk (35%). Some respondents menticonttesins about privacy, and disclosure of
personal data “The major risk of this service would be the insétyupnf the data exchanged during the various
operations. The technical risks occupy the third position (16%). They are linked to several factors: The interface used,
the compatibility of the technology with the operating system of thengghthe method of payment, connection,
network coverage, phone battery, or technical bugs. Participants were lessiedrabout financial risks (8%). Micro-
payments involve less risk in case of error or delay that occumayment transactions. Moreover, the lack of
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documentation on the follow-up of the transactions carried out can hid@@usas a financial risk because the users of
the m-payment do not know if the payment has been made andateynb proof of transactions. It is difficult to
justify. These results are in agreement with the literature [5] and suppoypiinése H6.

4.6.Initial trust and perceived usefulness

68% of respondents indicated that initial trust could increase perceived ussfhfremise it provides a kind of
guarantee that the m-payment transaction will be done well, offerinigdired benefits to the user “By trusting in this
service, | can perceive better its bené&fithanks to its main feature of mobility, m-payment offers seshahntages
to respondents such as simplifying invoice payments and purchasimgehgemwithout any displacement. The m-
payment offers the possibility to carry out transactions anywhere aighanlt saves time and money by avoiding
gueues and limiting trips to the bank. Moreover, it limits the risk of &dsank cards. However, m-payment remains
reserved for small purchases and payment of invoices. This disclsstsnus to formulate the following hypothese
H7.

4.7.Initial trust and intention to use mobile payment

58% of respondents intend to usepayment “I am willing to use mobile payment services in trear future’.
42% do not trust in this service and consider it as a gadget. Respondentthabtet of the barriers to the adoption of
this service is that it is not available from a large number of merchamg.dthnot give consumers the opportunity to
familiarize themselves with this service. They believe that all stakeholdevi&esproviders, merchants, telephone
operators, and banks should contribute to the formation of userTtheste results are in agreement with the literature
[5], [14] and support the hypothese H8.

4.8.Perceived usefulness and intention to use mobile yaent

60% of respondents intend to usepayment because they find several benefits ““I intend to use m-payment when
the opportunity aris&s Some respondents also say that they are willing to use mobile payment services in the near
future. These results are in agreement with the literatur@lfg]and support the hypothese H9.

With the above rationale, we propose the following model (see Fig.1.)

Reputation of service provider Perceived
usefulness
. . l
Reputation of mobile payment vendqg ,
, Initial trust
Structural assurance
\
4 9
Service quality /5v
. 6
Perceived ease of use
v
8 Intention to use
Perceived risk v

Fig.1. Antecedents and consequences of the init@dnsumer trust in the context of mobile payment inVietham
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5. Managerial implications

Consumer trust is essential to the development of m-payment. Trusbigiauous process that involves both
technological and commercial efforts. To build initial trust in m-paymembrey potential customers, the service
providers can cultivate their interest and convince them that their exgestetits will be realized. Various solutions
can be considered to create initial consumer trust in the mobile payment clinggxossible to communicate about the
measures taken to prevent fraud and ensure the security of paymetheatwhfidentiality of personal data. These
measures concern regulatory compliance and control and authentication policieingnelectronic signature, anti-
virus use, biometric identification, etc. To ensure greater transparencyeamdtys each mobile payment service
providercanensure that an independent body certifies it. Although mobile paysesrite is easy to use and has high
usefulness, but if it is not safe, the customers will not accept it adtemative service to the traditional payment
methods in Vietnam.

One of barriers to consumer trust in m-payment is the lack of tridibedb addition, the proposed applications
should be technologically reliable, and accessible at all times. Each mobile transantiee out should be followed
by a confirmation SMS for more transparency. The reputation of servic&@@mmobile payment vendor strongly
affected initial consumetust. It reflects the company’s history, and suggests its development. Consumers in Vietnam
can be familiarized with the m-payment service provider, by providipgat contact with the company. The operators
in the field of payment can encourage the establishment of a commuimity pas/ments to share experiences with
potential customers. Moreover, the ergonomics and practicality of the applicatian imp&ssible to judge the
competence level of service provider. Having an easy to use m-payméoatagp would help to create initial trust.
On the other hand, the results of this research have identified many pérbeiefits of the use of m-payment such as
ubiquity of service, decreased shifts to outlets, no queues, replacafbamk card. Therefore, to develop m-payment
service amongs potential customers, the relate service providers in Vietnarffiecdree trials and provide attractive
premiums to users. They can also encourage the adoption of this senging many merchants, need to partner more
proactively with merchants in improving the entire customer experiente before and after the payment transaction.
Other barriers to m-payment adoption are mainly economic, social,awdhd technological contexts in Vietham.

6. Conclusions and future research

This research enriches the existing literature and contributes to a dedpestaimding of consumer behavior in
the context of m-payment in Vietnam. The results show that initial cogrstrust is explained by factors different from
[14] (perceived ubiquity, perceived safety, perceived ease opesmeived usefulness, and perceived cost). The results
also indicate that the reputation of service provider, reputation of mobileepayrandor, and structural insurance,
service quality of m-payment, perceived ease of use, and percekedeiantecedents of initial consumer trust in the
mobile payment context. Besides, the results show that initial trust affecésveer usefulness and both have an impact
on the intention to use.

However, this research has some limitations that can lead to future resatinslayp. Due to the exploratgr
nature of this research, the results cannot be generalized. They were eggldr® the factors of initial trust in the m-
payment context in Vietham. In the light of this research, a quantitatistg san be carried out to study the hypotheses
issued by measuring the impact of each antecedent identified in ptenation of initial trust, as well as eh
relationship between initial trust and intention to use. In addition, tharalitontext as well as the technological
context can be integrated in order to better understand the link betvtedririnst and the intention to use m-payment.
Moreover, several theories such as the innovation diffusion theory oAtflec@in be examined to explain the adoption
of m-payment. Finally, this researdan be supplemented by a longitudinal study to observe the evolution of
respondentsattitudes to m-payment in Vietnam.
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ABSTRACT

Trademarks generate from creations, are vital “properties” of many businesses. The protection of trademarks with legal

provisions not only helps businesses secure their rights andniagitinterests, it also helps consumers get easy tg
their desired goods. In our country, although there are a numbegalfdocuments that aim to protect intellect
properties in general and trademarks in particular, however, there are maatoime and weaknesses, especially
legal procedures, solving experience and remedies, compensations that afcieitfor deterrence.

With the comparison to the United States’ provisions, this paper will give an objective approach to the change of t
limitations in protecting intellectual property in Vietnam. Besides, the paper will irdeosiome recommendations f
perfecting Vietnam’s current legal framework in the protection of intellectual property, protecting trademarks
accordingly.

Keywords: Trademarks; protection; intellectual properties; Vietham; the United States.

1. Introduction

Trademarks have vital value to businesses. The survival qugriysof many businesses depends on trademarks.
Therefore, the protection of trademarks against violations is the matter ofngpeatance. Although Vietnam has had
the Law on Intellectual property of 2005 (amended and supplemenBD9) and many legal documents guiding the
implementation of this Law. However, the resolution of disputes coimgethe protection of trademarks in practice
meets difficulties in complex and long lasting procedures, which take af loine and efforts; and in different
interpretations of problem evaluating approach to the law by contenftssaqmplication. Consequently, the resolution
of disputes is ineffective. No normative precedent has been createdirgigofdr entities to follow. Trademark
infringements occur frequently.

First of all, this paper generalizes the basic provisions of laws and reguletiocerning trademark protection,
particularly to some limitations with the comparison to the United States’ provisions. Afterwards, this paper introduces
some considerations and solutions regarding legal framework ispet for more efficient trademark protection.

In Vietnam, there are a number of legislation regulating on intellectuagropamely Constitution 2013, Civil
Code 2015, especially Vietnam’s Law on Intellectual property of 2005 (amended and supplemented in 2009) and many
guiding documents. The Law on Intellectual Property regulates copyrightrigiot related rights, industrial property
rights and rights to plant varieties; and the protection of such rights.

Relating to trademark protection, the Lanham Act that was enacted JLOG,is seen as the primary federal
trademark statute of law in the United State of America. The Act prohibits a nafbetivities, namely trademark
infringement, trademark dilution and false advertising.

* Tel.: +84 961 807155.

E-mail address: tuantd@uel.edu.vn
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2. Overview of Viethamese provisions of laws concerning conditions for trademanrotection

As above mentioned, in the field of intellectual property protection, Vietnam haslzenof legislation, namely
Constitution 2013, Civil Code 2015, especially Vietnam’s Law on Intellectual property of 2005 (amended and
supplemented in 2009) enacted by the National Assembly; and maliyggdocuments issued by the Government and
Ministries. The Law on Intellectual Property regulates copyright, copyridéited rights, industrial property rights and
rights to plant varieties; and the protection of such rights.

The Law also express the State’s policies on intellectual property in order to recognize and protect intellectual
property rights of organizations and individuals on the basisughdnizing the interests of intellectual property right
holders and the public interest; and to encourage and promote activities of caedtiagtilization of intellectual assets
aimed at contributing to soci@onomic development and improving the people’s material and spritual life.

Provisions of laws and regulations on trademark protection is to ptheeptrestige and reputation of businesses
and to help the consumers to recognize the origin of bought goddservices.

2.1.Why itis so important to protect trademarks by provisions of laws

Owing to the prevention of trademark copying, consumers redeceds$t and time in shopping and become
potential consumers of companies. Trademarks also distinguish goods oessef businesses from those of their
competitors. Hence, businesses shall focus on the investment an inndwaditer high quality products and create
well-known trademarks and improve their competitiveness to other Basinals.

2.2.General regulations on trademarks and trademark prdection

Clause 16 Article 3 of Law on Intellectual property introduces the definitibtrademarks. Accordinglya
trademark means any sign used to distinguish gaodior services of different organizations or indirals. Those
signs are understood as words or images or logos to distirgposts and services.

However, only trademarks that fulfil the following conditions shall fyotected: (i)a sign in visible form of
letters, words, pictures, images, including hologseor a combination of such elements, is represielmyeone or more
colors (i) Being capable of distinguishing goods or serviceth® mark owner from those of other subjeji:ts.

To be considered as capable of distinguishing the goods or servimbeiobusinesses, trademarks must be made
up of one or more recognizable, memorable elements or combioétioultiple recognizable and memorable elements
except for cases specified in Clause 2 Articlé. 7daws and regulations on trademarks are limited to qualitative
provisions and could not do otherwise. There are discretions in dadsregulations in order that the applicants,
particularly judges, shall make judgment case by case and base onvitstiee favoritism.

3. Some limitations of trademark protection
3.1.Limitations from the protection of only registeredtrademarks

In Vietnam, only trademarks with Certificate of Registered trademarksrarecfed within 10 years (could be
renewed). Businesses shall be considered owners of trademahes dnant of a protection title by the authority or the
recognition of the international registration of trademarks by the autlooribe ownership of well-known trademarks.

For unregistered trademarks, only wedlewn and “widely used and recognized” trademarks are protected by law,
meanwhile, unregistered trademarks in general are not protected despite qfrdbBaal uses. Besides, there are
different interpretations of criteria to determine well-known trademarks aelywused and recognized trademarks.
Consequently, the illegal copies of trademarks oc@duéntly, for example, the illegal copies of “5 Cua” trademark in
Vung Tau or “Lac Ba Van” trademark in Pho Hue, Ha Noi. Due to those infringements, the most important goal of laws
and regulations concerning business and trade, which is to protecttsytgresnsumers, is not achieved. Consumers

T Article 1127 of Lanham Act of the United States (e that:“The term "trademark” includes any word, name, symbol, or device, or any
combination thereof used by a person, or which esge has a bona fide intention to use in commerrat @pplies to register on the principal
register established by this chapter, to identifg alistinguish his or her goods, including a unigueduct, from those manufactured or sold by
others and to indicate the source of the goods) #tkat source is unknowti.

Although this article does not give direct definiti@tcording to the interpretations of the SupremerGafithe United States and the United
States Patent and Trademark Office, trademarks also enxstuthds and colors (Reference: Find lav&. Supreme Court Decides Colors Alone May
be Registered as a Trademadorporate.findlaw.com; Lynda Zadra-Sym&sunds, Smells, Shapes and Colors Protection afiord&ment of
Nontraditional Trademarks in the U,&nobbe.com).

t Article 72 of Law on Intellectual property (Integed document No. 19/VBHN-VPQH dated December 183201

§ Article 74 of Law on Intellectual property (Integed document No. 19/VBHN-VPQH dated December 183P01
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cannot distinguish the genuine “5 Cua” or “Lac Ba Van” and the first owners of those trademarks. Hence, there are
many stores on the roads of our countries with similar tradematlish makes the consumers difficult to distinguish
the “genuine” one. As businesses who create the genuine trademarks are not protected, the creativity of prestigious
trademarks shall gradually disappear.

The goal of our country’s current law is that businesses who need protection have the obligation of registration;
without registration, they shall take their own responsibility for others’ infringements.

On the other hand, in the United States, to secure and encourage the créaiitgt person/organization who
creates or uses the trademarks shall be automatically protected. Particularlthirgumotection, the first mentioned
person/organization who creates or uses the trademarks shall be entitle to fileibdgaisst those who infringe the
trademarks. Hence, in business, people are aware that once a tratlasaden used by another, then they are not
allowed to use it. With this regulation, consumers are assured that thelgughtiikir desired goods and services. This
is the ultimate goal of law in oder to create standards in the condussioébses according to plausibility.

In addition, registered trademarks and unregistered trademarks shatibguished by precise signs on goods
and product¢® for registered trademarks, while sign for unregistered trademafksigl uses ® sign for unregistered
goods and products are illegal).

3.2.Registered trademark is just an advantage

In the United States, a trademark could be registered since it came into use. lanhafnthe United States
provides that owner of trademark shall have full rights in the trademaistregign and prevention of other uses of
his/her trademark. The protection of trademark does not depend orrédtstration, but depends oiits uses in
practical businessTo be more detailed, it is whether or not the use of this tradenfexddato the products or services
in operational processes and producﬁBﬁioth registered trademarks and unregistered trademarks are préfected.

However, registration of trademark shall bring certain advantages ingiy@irights to the national trademark;
(i) automatic recognition as legitimate trademark; (iii) owner are considered geawiner; (iv) not considered a
waiver of protection in case of unused; (v) right to ask the Federat i@aettling disputes concerning infringement of
trademark; (vi) “incontestability”. After 05 years of registration without disputes, a trademark shall be considered
incontestable (absolutely protected); (vii) warnings to others who cotileidoce that they have no idea the trademark
has been registered for uses; (viii) strict sanctions are applied in case of éoletdtuding penalties of up to 3 times
and criminal sanctions possibly applied to the counterfeit of trademarlgodals and services; (ix) right to ask the
United States Customs to prevent importation of violating tradermarks.

As analyzed above, Vietnamese law only protects registered trademarks atsl ppatection titles or
international registration or well-know trademarks. However, almost prdtéetgemarks are registered trademarks in
practice. The authorities are reserved in considering well-known trademarie @é4pe precise regulations on well-
known trademarks. For example, Hao Hao instant noodle trademark has not been recognized &sowall-
trademark.

Our laws and regulations only focus on violated trademarks witheatfpprovisions and effective enforcement
mechanisms to prevent the violations of intellectual properties early. Ronpé, it is difficult for the owner of
trademark to ask the customs authorities to prevent others from impgoirats with trademark infringement, etc. In
addition, criminal sanctions are applicable to the trademark infringefmebusiness purposdifringed party must
prove that the violating goods are used for business purﬁUse‘s‘he frequent violations also take roots from the
lenient sanctions and complex and complicated procedures.

4. Some recommendations on the improvement of laws on trademark protection

Law regulates principles for all members of society to adhere to andaitssgto maintain the social order and
protect the rights and legitimate interests of citizens and create incentivestiodousiness and trade. Provisions of
laws on trademarks aim at protecting trademark owners from infrieges, thereby promoting innovation, improving
quality of goods and products; and helping consumers get easy tbdindesired goods.

Trademarks are considered vital to many businesses. Therefore, regulations and “strict enough” measures and
sanctions or quick and effective procedures shall make efficient protéatiofringed businesses on their rights and
legitimate interests.

™ Article 1052 and Article 1114 of Lanham Act.

T For more information: Alan S. Gutterman, The Law of @stit and International Strategic Alliance, page 62.

 For more information: Section 43 of Lanham Act

8 Subchapter 1- The principle register, Lanham (Trademark) Act (15 .0.S(last undated in November 2005) (source:
http://www.bitlaw.com/source/15usc/).

™ Clause 20 Article 4; Article 75 of Law on Intellael Property

11 Article 171 of Criminal Code
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With the protection of both registered and unregistered trademarks angrégtprprovisions of law on trademark
protection of the United States, businesses and trademark ownengestsdtured” in the prevention and handling of
violations of intellectual properties. At the same time, this shall create standasfpétting the conduct not to use
“what is neither of our ownership, nor from our creativity”.

The provisions of laws and regulations on intellectual property proteictidietnam is still seen as a starting
progress in the country’s legal structure. In addition, experiences in the prevention, protection, handling of violations of
intellectual properties in general, and in particular to trademarks of businéshescompetent authorities are limited.
The study of regulations and practical experiences other countries, especiallwtivofgcus on the importance of
protection of intellectual properties secure the creativity such as the United Statesdsary in order to improve the
legal framework of the home country to meet the international integragpgcially with the commitments in the
FTAs./.

Preferences
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ABSTRACT

This study analyzes the influence of real effective exchange rate, domestic GDP and money supply on Vietnam’s trade

balance in both short-run and long-run. We apply Autoregressivelist Lag (ARDL) approach on time series d
under quarterly basis between the year 2000 and 2015. Money gagjiively impacts trade balance in the short-1
In the long-run, however, it has negative and negligible effects. On tiieagg real exchange rate, together w
domestic GDP, considerably influences trade balance in the long-runeRdange rate causes trade balanc
improve in the long-run whilst it worsens trade balance in the shorByiutilizing impulse response functions, we
able to observe the J-curve occurrence in Vietham. Besides, we use Cumulatigé Becursive Residuals (CUSUN
and Cumulative Sum of Squares of Recursive Residuals (CUSUMSQ) tesipdot the stability of the trade balan
equations.

Keywords: trade balance, real exchange rate, macroeconomic factors, bound testdeBIL

1. Introduction and literature review

Many governments prefer trade balance surplus as they try to lidespm encourage trade balance. In order for
such policies to be effective, it is necessary to examine the factors ttedfezdnrade balance.

The first factor, and presumably the most common one, is exchange rate. Magee (1973) proposed the term “J-
curve” relating to the reaction of trade balance when local currency is devaluated: downward in the short-run and
upward in the long-run. A famous condition for J-curve existéadbe Marshall-Lerner condition, saying that the
elasticities of demand of export and import in the long run inlatess@alues altogether must exceed one. When the
Marshall-Lerner condition is satisfied, devaluation of local currency efmacountry enjoy surplus trade balance in
the long-run (see Wei, 1999). If the Marshall-Lerner condition isatisfied, devaluation does not result in better trade
balance, which is clearly analyzed in Rose (1990) when examifirgpintries with the findings of insignificant or
even negative effects of devaluation on trade balance for the majotity cses.

Many studies in the world have examined the J-curve phenomenon aedhige different outcomes. These
researcheare mainly classified as “elasticity approach” because they treat exchange rate as the main determinant of
trade balance as well as try to find the existence of J-curve unddatkball-Lerner condition. For instance, Bahmani-
Oskooee (1985) found that J-curve appeared in Greece, India and KSweth Similarly, Bahmani-Oskooee and
Malixi (1992) also detected the J-curve appearance in Greece, India and Scedh &ong with Brazil. Bahmani-
Oskooee and Goswami (2003) witnessed J-curve in the trade betweanadaptwo countries (Germany and Italy).
Bahmani-Oskooee, Economidou and Goswami (2006) identified J-tutkie trade between the United Kingdom and
two countries including Canada and the United States. Tsen (2011) fomrelittence of J-curve in Malaysia.
Bahmani-Oskooee and Hegerty (2011) surveyed the export and iofifgmods between Mexico and the United States
and spotted J-curve effects in 7 industries. Almost no trace afvé-etas reported in Wang, Lin and Yang (2012) for
the case of China. The sign of J-curve in Australia was discoverdfjemveera and Dollery (2013). Harvey (2013)

* Corresponding author. Tel.: +84932060629.
E-mail address: Ihphong@hcmulaw.edu.vn
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noticed J-curve in the Philippines. Umoru and Eboreime (2013) proyidexf of J-curve in Nigeria whilst Ab#i-
Kader (2013) reported similar result for the case of Egypt. Sulaiman laghal-Rahim (2014), by analyzing the export
and import of forest products, recognized no J-curve in Thailand. PrakddWaiti (2016) found no sign of J-curve in
Fiji. Bahmani-Oskooee, Halicioglu and Hegerty (2016) found no tradecafve in Mexico. Bahmani-Oskooee Harvey
and Hegerty (2017) discovered the occurrence of J-curve in Jafhentiade between this country and Canada.

Besides exchange rate, there are several other factors influencing trade balapaeeTfer example, money
supply, domestic GDP (also known as Gross Domestic Product orémmooutput) and foreign GDP (Waliullah, et al.,
2010). There are studies including exchange rate along with monely,sdpmestic GDP and other factors in their
analyses of trade balance. For instance, Duasa (2007) used exchange regéic d®DP and money supply to study
trade balance of Malaysia and reported obvious positive effect of domestic &B&de balance in contrast to the
negative effect of money supply on trade balance. Also, the findihBsiasa (2007) showed negligible influence of
exchange rate on trade balance as well as unsatisfied Marshall-Lerner conditionyisidvidlais outcome encouraged
the utilization of “absorption approach” and “monetary approach” in analyzing trade balance. The absorption approach
focuses on domestic GDP, along with foreign GDP, with the explanatiorf thamnestic GDP increases relatively to
foreign GDP, domestic residents tend to purchase more foreign goods,imdnedses import and thus reduces trade
balance (Buluswar et al., 1996). Rivera-Batiz and Rivera-Batiz (198%nfexample of the absorption approach, used
exchange rate, domestic GDP and foreign GDP as variables to judge their impthetdrade balance. The monetary
approach focuses on money supply and states that when money esypgotygls, trade balance will decrease (Buluswar
et al., 1996). Liew et al. (2003), for instance, reported that nomiadlaege rate did not significantly affect trade
balance in ASEAN-5 countries. The money supply influenced the adace instead.

2. Estimation Methodology

Our empirical model is based on the research of Miles (1979), Krugman andiB&l®87), Rivera-Batiz and
Rivera-Batiz (1989), Rose (1991), Bahmani-Oskooee and Palatiay (1992), Wei (1999), and Duasa (2007). The
empirical formula is as follows:

TB =+ B, x REER+ 8,x GDP+ ,x M+¢,.

In formula (1), TB is trade balance. REER stands for real effeettebange rate and shows the relationship
between the value of VND and the currencies of main trading partnérstodm. REER is used for testing J-curve and
Marshall-Lerner condition (elasticity approach). GDP is the Gross Domestlad®rand M is the money supply (M2)
of Vietnam. With the use of GDP and M, the formula implies absorptidnnammetary approaches in analyzing the
trade balance.

There are some methods for examining the cointegration. Among twegle and Granger provided a method
focusing on residuals (Engle and Granger, 1987), while Johanspnspd a technique using maximum likelihood
(Johansen, 1988). However, both of them demanded that theobid&xgration of variables is the same. To overcome
this restriction, Pesaran et al. and Pesaran and Shin introduced and developed aoh agtlexd Autoregressive
Distributed Lag (ARDL) (see Pesaran et al., 1996; Pesaran and Shin, 1a@&ly, ARDL approach can deal with
1(0), I(1) or mutually cointegrated variables. Although ARDL does nod net root test, it should be used to check for
the cointegration of variables at 1(2) (Nkoro and Uko, 2016). In addifi®)L method can bring some benefits. For
instance, it is suitable for small sample size with excellent properties (AlaMaét al., 2012; Pesaran and Shin, 1998).
Furthermore, when endogenous variables are in the model, the long-termtesstimill be free from bias (Pesaran,
Smith, and Shin, 2001). Additionally, both short-run anagloun effects can be measured from only one equation
(Pesaran and Shin, 1998).

We take the advantage of the above benefits when using ARDL method inesk&@rch to evaluate the
determinants of trade balance of Vietham. The formula (1) is transfonteed i

pl
ATB =a + Z BLATB

i=1

1)

p2 p3 p4
+Zﬂ2,iAREER—i +Zﬂ3kA GDP—k +Zﬁ4|,A M—l (2)
j=0 k=0 =0

+A4TB_,+A,REER + 4,GDP +4,M +¢,.

The first step of the ARDL procedure is checking the occurrence ofegoation among the variables in the
model, which is also known as bound test. The hypothesét0ard = A, = A, = A4, = 0 (no cointegration) and H1:
A #A,#A,# A, # 0. We base on the calculated F-statistics and the critical values under I(0})passl{mptions
provided in Pesaran (1997) to test these hypotheses. Particularly, efeédted in case the F-statistics exceeds the
upper bound of the critical value, implying that there is long-termioaktiip among variables. HO cannot be rejgcte
when the F-statistics is smaller than the lower bound of the critical vEtieeconclusion regarding HO is not clear if
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the F-statistics lies between the lower and the upper bounds of the criticed.val

Next, we apply Schwarz Bayesian Criteria (SBC) to select the optimal lag ofdkeesregressors in equation (2).
We also run diagnostic tests including serial correlation, functional forrmatity, and heteroscedasticity to find out
whether there are issues with our model or not. Another essential test enfgeinto evaluate the stability of residuals
in the model is Cumulative Sum (CUSUM) and Cumulative Sum of Squares (CUSUMSQ).

Additionally, we run the impulse response function, a tool of ECM,bseve how trade balance changes in
connection with the exchange rate movement.

3. Estimation Sample and Data

The data we use in this paper is retrieved from Direction of Trade Statistics (20T $ternational Financial
Statistics (IFS) of IMF. The time series data is on quarterly basis from theuager of the year 2000 to the fourth
quarter of the year 2015. Every variable takes the form of index witrathe of the base period 2000(1) set to 100 and
then transformed into natural logarithm. Namely, the variable REER isatbeahlogarithm of real effective exchange
rate index calculated from taking geometric average of the nominal exchange ratesnbeMD and each of the
currencies of 22 countries accounting for nearly 90% of Vietnam’s total trade with the respective weights as the
percentage of trade volume of each country in the trade with Viethame@hexchange rates are achieved from the
bilateral exchange rates between VND and each of the foreign currencies and thied agljtise respective consumer
price indices of relevant countries. GDP is the natural logarithm of the real @R of Vietnam. M is the natural
logarithm the money supply index of Vietnam. TB is the natural logarithm of Vietnam’s trade balance index where
trade balance is measured by the export value divided by the import value.

4. The empirical results

Although ARDL approach does not need unit root test, it should betosteck the cointegration of variables at
I(2) to ensure the validity of F-test because F-test may be misleadingerthm variables are 1(2) (Nkoro and Uko,
2016).

The results of Augmented Dickey-Fuller (ADF) test (proposed by PhilligsPamron (1988)) and the Phillips-
Perron (PP) test (proposed by Phillips and Perron (1988)) avensh table 1, which is used to find out the order of
integration of variables.

Table 1.Results of unit root test using ADF and PRests

Variable ADF test statistic PP test statistic
B —6.003339*** —5.904744**=
REER -1.982632 —2.270239
GDP —8.307229*** —8.315656***
M 1.547039 8.026318
D(TB) —17.52242%+ —28.91540%*
D(REER) —5.395644*** —5.364851***
D(GDP) —15.70245%** —26.84714%*
D(M) —7.081134*** —7.172602***

Note ***, ** and * represent the significance level®d, 5% and 10%.
D is the first difference of variables.

The results of ADF and PP tests indicate that TB and GDP are 1(0), whilft REEM are 1(1).

For cointegration test, bound tests (with F-statistics) are utilized to twaké cointegration among variables in
the model. The calculated F-statistics are compared with the critical values of ugpemwan bounds at 3 levels
including 1%, 5%, 10% which are provided by Pesaran and Pesaran (1987, p.4

Table 2.The results of bound tests

Lag order 1 2 3 4 5 6

F- 4.78911 3.1983¢ 4.36373 1.9851 1.35562 1.29381
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statistics 4>

4 1* 70 0

Note: ** and * represent the significance levels 8%d 10%.

From table 2, we observe that 2 F-statistics values are larger than thdappes critical values. We, therefore,
reject the hypothesis HO. This indicates that cointegration occurs armnagles in our model. In other words, there is

long-term relationship among variables in our model.

Concerning ARDL model estimation, we calculate the optimal lag length fearddibles by employing Schwartz

Bayesian Criterion (SBC). The outcome is ARDL(1,2,2,1) and it is showable 3.

Table 3.Estimation results of ARDL model (ARDL(1,22,1); dependent variable is TB)

Variable Coefficient t-statistic
B, , 0.24827* 2.3373
REER 0.41049 0.72584
REER , -1.2293 ~1.4069
REER, 1.3966** 2.5340
GDP ~0.46434** ~5.9987
GDP , -0.095818 ~1.0976
GDF_, ~0.45490%** -6.3201
M, 0.87706* 1.9542
M., —0.92044* —2.0341
constan 5.8645%* 4.1592
R 0.61224
DW - statistic 17878
SE of Regres: 0079353

Diagnostic test

A:Serial Correlation : F(1,51)= 1.0919 [@.B]

B : Functional Form: F(1,51)= 0.66053 [@&]

C : Normality : ChiSQ(2)= 2.3961[0.30:

D : Heteroscedasticity~(1,60)= 0.51695 [0.47"

Note ***, ** and * represent the significance level§d, 5% and 10%.

A: Lagrange multiplier test of residual serial caletion

B: Ramsey's RESET test using the square of treslfithlues

C: Based on a test of skewness and kurtosis cduass

D: Based on the regression of squared residuatsjoared fitted values.

Table 3 indicates that the overall goodness of fits (Adjusted R-squared) is 0.61224. The diagnostic tests are as we
expected. Specifically, there are no problems with our model relating to serglhton, functional form, normality,

and heteroscedasticity.
To examine the stability of residuals of ARDL model, we use the CumulStive of Recursive Residuals
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(CUSUM) and Cumulative Sum of Squares of Recursive Residuals (CUSUMSQ) testeeshilts of CUSUM and
CUSUMSQ statistics are illustrated in Figure 1 and 2. We can observe that the reselstdblarat 5% significance
level.

5r
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_55
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-15¢
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sttt
3 13 3 B 3 53 63 6
The straight lines represent critical bounds at 5% significance level
Fig. 1.The CUSUM graph
1.57
1.01
0.5¢
0.0]
-0_5:””1””1HH:HH:HH: 1

3 13 23 33 43 53 63 64
The straight lines represent critical bounds at 5% significance level

Fig. 2The CUSUMSQ graph

The results of diagnostic tests and residuals tests show that our AR&#! are valid for estimating short-run
and long-run coefficients.

Concerning the short-run impacts, current money supplyteceal GDP of the previous quarter positively affect
the current trade balance. Also, current real GDP and the real exchange rajgre¥ithes quarter negatively affect the
current trade balance. We can say that the decrease of VND value compareijtociarrencies leads to the decline of
trade balance in short-run.

Table 4.The result of Error Correction derived from ARDL(1,2,2,1) with the dependent variable ATB

Variable Coefficient t-statistic

AREER 0.41049 0.72584
AREER ; ~1.3966* ~2.5340
AGDR ~0.46434%* ~5.9987
AGDP 0.45490*+* 6.3201
AM, 0.87706* 1.9542
Aconstan 5.8645%* 4.1592
EC ~0.75173*%* ~7.0768

R’ 0.74006

EC_,= TB,—0.76867x REER, + 13503x GDP
+0.5770% M, , — 7 8014 constant
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Note *** * and * represent the significance level€d, 5% and 10%.

The result from table 4 shows that the coefficiente®, , is negative and significant at 1% significance level,
which gives another proof of cointegration relationship of variats,. , = —0.7517< indicates that 75% of the
short-run disequilibrium is adjusted to the equilibrium state in the fong-

Concerning the long-run impacts, the coefficients of variables are giveble 5. It can be observed that real
GDP and money supply negatively influence trade balance. On the com¢@rgxchange rate positively influence
trade balance. In other words, in the long-run, devaluation of VND enhadesalance.

Table 5.The estimation results in the long-run baskton ARDL approach with dependent variable TB

Variable Coefficient t-statistic
REER 0.76867** 2.0917
GDR —1.3503** -5.8005
M, —0.057702** —2.2462
Constan 7.8014% 5.5578

Note *** ** and * represent the significance level€d, 5% and 10%.

In addition, to observe how devaluation affects trade balance of Viethameagpdsses, or, in other words, to
judge the J-curve effect in Vietham, we employ impulse response fufimtinad on the ECM model.
.10

.05

.00

-.05 T T T T T T T T T T T T T

Source: Authors’ computation.
Fig. 3.Response of TB to REER (Response to CholesBpe S.D. Innovations).

It can be witnessed from figure 3 that the trade balance goes doswndekaluation happens. Particularly, trade
balance reaches its lowest value after 2 quarters from the devaluation. As time flesdeade balance tends to
increase. About 5 quarters from the devaluation, real exchange rate ghpsitipacts the trade balance. The trade
balance is stable from thé"Quarter. From the above graph in figure 3, we can detect the occunfedezurve in
Vietnam.

5. Conclusion

There are several factors that can have impacts on trade balance. Diftediest focus on different variables. In
our research, we examine the effects of GDP, real exchange rate andsupply on the trade balance of Vietnam.
We find that the effect of money supply on trade balance is positsieoit-run but negative in long-run. Although, in
the long run, the impact of money supply on trade balance is insignificant, the impact of Vietnam’s GDP on trade
balance is significant.

Regarding the impacts of real exchange rate on the trade balance oftVidiaee are considerable short-term
and long-term influences. The short-term influence causes the &éated to fall in the first 2 quarters and then rise
from that time onward theSquarter. Between thé"@and 9" quarter, despite some minor fluctuations, the trade balance
continues on the upward trend. The long-term influence of real exchategs favorable.

Our findings show that the trade balance deteriorates in the short-ruimpralves in the long-run. This
movement of tradebalance resembles the “J-curve effect”. Furthermore, our findings confirm the usefulness of
devaluation in case of Vietnam. In other words, devaluation is a possible choice for Vietnam’s macroeconomic policy
maker to encourage trade balance in the long-run. Along with devaluating Vigibam government should pay
attention to the impacts of money supply, GDP and other determipnériteide balance so as to increase the
effectiveness of the overall policy in supporting the trade balance.
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ABSTRACT

The primary purpose of the paper is to investigate customer behaviasingf internet banking in Vietham wit
application of digital technology to support comprehensive financial promotigheirfourth industrial revolution
Customers are aware of the benefits of internet banking but we still cedcabiout safety and security of interr
banking. Therefore, decide to use internet banking services, customersohgo through the analysis process
choice. The study of consumer behavior with internet banking servicesevgifhificant for both banks as well as 1
consumers. This research model is based on using the orginal belielscloiology acceptance model (TAN
perceived usefulness and perceived ease of use and introducincanialleg such as: security risk, financial ri
privacy risk, awareness, computer self-efficacy and resistance to chagal, author give some conclusion &
implication. This article helps commercial banks to adjust customer-oriented polidésmprove the efficiency o
internet banking services.

Keywords: customer behaviour; internet banking; technology acceptance model

1. Introduction

The significant role of banks in the economics development is undeniitde economic health nowadays
depends more than ever, on the soundness of the banking siystaost countries, banking is an important area for the
economy of each country and governments interest particularly. Ieigfoine most closely monitored sectors in the
economy, especially in developing countries.

IB is a service provided early in the world. In 1980 this service waddad by a bank in Scotland (Tait, Fand
Davis, 1989). However, this service was officially provided by banks900 (Daniel, 1998). The advent of internet
banking has completely changed the relationship between customers #&sd Daweloping alongside traditional
channel to carry out transactions, thanks to modern distributimmnels, through automated teller machines (ATM),
internet, telephone. Bank and customer do not face to face with transalrttenset banking services are growing
rapidly. Recognizing the importance of IB services, banks are constaméysitying their services, increasing
customer convenience, reducing transaction time, improving employeecpuig, reducing transaction costs.
Improve the quality of service to best satisfy the diverse needs ofisimmers

Consumer behavior is a complex study field that includes: studies ofdastitactions, consumer reactions.
Consumer behavior research helps business managers to predict ang iderdg in consumer behaviors that build
business strategies, develop products, distribute products and services. in linstoitiecumeeds.

Internet banking (IB) provides a very convenient method of magagersonal finances since it is easily
accessible 24 howdven days/week. For corporate, sophisticated cash management padicagdsv@liB. It provides
real time information, enabling timely fund management decisionsul@ineously, banks can more easily retain
existing customers as well as providing services to customers withoutadoissof time and place. The aggressive
competition among banks operating in Vietham will ultimately lead to a racepivm service in order to attract
customers. This race will make the launch of online banking serviceiainie. In fact, some banks in Vietnam are
already providing online banking. However, online banking remaimsaiture in Vietnam, and is little utilized. This
study thus examines the drivers of intention to use online bardkimgng bank customers in Vietham. Because

* Tel.: +84904009038
E-mail address: vtphuong@kontum.udn.vn
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customers only use online banking once they develop intentiorisdo the question becomes one of identifying what
motivates customers to intend to use online banking.

2. Research model and hypotheses

Internet banking means any user with a personal computer and a bcawsggat connected to his bank -s website
to perform any of the virtual banking functions. In internet bamlsiystem the bank has a centralized database that is
web-enabled. All the services that the bank has permitted on the internetpdagedisn menu. Any service can be
selected and further interaction is dictated by the nature of service. The teddit@mnch model of bank is now giving
place to an alternative delivery channels with ATM network. Once the branch doffidesnk are interconnected
through terrestrial or satellite links, there would be no physical identitarfgrbranch. It would a borderless entity
permitting anytime, anywhere and anyhow banking. The services prdwdeahks that only exist on the internet.

This model is a combination of variable factors that affect the acceptance dafltgghuose, it analyzes beliefs,
attitudes, behaviors, intentions, etc. Many studies have applied TAM model to atifeyzeistomer behaviour,
especially in the applications of different types of information systemsteldre, author used the TAM model to
explain users’ intention to use IB and the following hypothesis is proposed.

Studies 9;4,11] indicated that the greater the perceived usefulness of using IB seavidageater the utility to
the customer. Moreover the studies done in Egypt reinforced the impmrdéperceived usefulness as a significant
variable in the use of IB [13]. Reference [23] examined the perceivedotase, perceived usefulness and trust as
factors affecting IB adoption in Egypt for a sample of 103 redpois. The results revealed that perceived usefulness,
perceived ease of use and trust are significant factors for usimdolf@over, in the study [1] they are concerned with
an empirical investigation of factors that could affect a successful inteanking services adoption such as perceived
ease of use, perceived usefulness, compatibility, trust, awareness astibgamking adoption in Jordan. 517 data is
used for structural equation modeling analysis and confirmatory faotdysis. The results revealed that perceived
usefulness, perceived ease of use as and trust were found to hafieasigpositive effect on internet banking
adoption.

Perceived usefulness is defined as the extent to which an individual believesirigatBusiill enhance their
benefit. The important of perceived usefulness has been widely ieeddn the field of electronic bankin@,2,10].
Previous researches have consistently argued that there is a positive stalatinetween perceived usefulness of
mobile banking intention and attitude toward mobile banking and mobile lgaakege [3;8]. For example, Chau and
Lai's (2003) examined the contributing factors towards the consuaanstion ofIB and determined that perceived
usefulness was found as an important factor in fostering a positivgattidwards accepting e services. Moreover,
many researches reaffirmed that the perceived usefulness is an importantofaefine the technology acceptance
model (TAM)[3;8]. Therefore, Perceived usefulness will influence their intentiondepa@nd use e-banking services,
this complies with Chau and Lai's (2003) study, in which theynined the contributing factors towards consumer's
adoption oflB and found that perceived usefulness (PU) has a positive efféioé aititude towards accepting th
services. Alsamydai (2014) found that the perceived usefulness (PU) bsisiaeeffect on the attitude, intention and
usage of mobile banking services. Accordingly the following kyp&is is proposed.

Hi: Perceived usefulness has a significant positive impact on user’ intention to use internet banking

Several studies indicated the impact of perceived ease of use on intentieriBcaunsl pointed out that the ease of
use is significantly positive impact aer’ intention to use IB. A experimental study iSaudi to examine the different
variables that may impact to use IB include: demographic variables (gagdeqcademic specialty, number of years
in organization), service quality, security, loyalty, relative advantage,pleaity trialability and observability
compatibility. The results showed that complexity and privacy are the highgsctvariableson user’ intention to use
IB [2].

Perceived ease of use is one aspect of the technology acceptance modiefined as the degree to which a
individual beliveds that using a particular information technology system veeulicce of effort.

Davis (1989) argued that perceived ease of use also influencesiginifecant way, the attitude of the individual
through two main mechanisms: self-efficacy and instrumentality SElfe efficacy term, which was introduced by Lee
(2009), explains that the more the system is easy to use, the ghematiel be the user's sense of efficacy.

Perceived ease of use is one of the two key variables in the techagloggtance model. Perceived ease of use
will lead to attitude toward use, behavioral intention to use and actual use. PE®@hfalences the second key
variable, perceived usefulness. According to references [4;9] havedsthé relationship between perceived ease of
use and perceived usefulness. Perceived ease of use can alsoteant@louinstrumental way in improving a person's
performance. Due to the fact that the user will have to deploy lem$ wfth a tool which is easy to use, they will be
able to spare efforts to accomplish other tddksAccordingly, the following hypothesis is proposed.

H2: Perceived ease of use has a significant positive impact on user’ intention to use internet banking
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2.1.Risk determinants and perceived usefulness

Security is one of the most discussed issues around e-bai8eongrity has been a major barrer that affects
customer to turnover from traditional banking to IB in most of cqurithe lack of security is one of the factors that
have been identified in most studies as affecting the growth and dewesibpfB. Security risks against IB can be
through network and data transaction attacks and unauthorized accoust Botledraud and hacker attack could lead
to users’ monetary loss and violate users’ privacy [24; 25)].

A study in Tunisia using a sample of 253 respondents for resmpr@b were internet bank users, 158 were
internet bank non users. Factor analyses and regression technique are etopiydgl the relationship. The model
tested the demographic characteristic, convenience, prior internet knowledgéy geerceived risk, information on
online banking. The result indicate that use of IB is influenced stostgly by convenience perceived risk, security
and prior internet knowledge [22]

Reference [16] measure service quality of IB in Saudi Arabia with edimprising 64 variables influence quality
of IB users’perception. The three factorial groups were named in accordance with the appropriate criterial: efficiency
and security, fulflment and responsiveness. The results of the factdysis in terms of factor name reveals that
efficiency and security is the most influencing factor in usesduation of service quality. Security, which involves
protecting users from the risk of fraud and financial loss.

In a study useduantitative method to measure users’ risk perception in Chinese. The paper classified eight risk
dimensions impact on intention to use IB such as: security, finapdigcy, time, psychological, social, physical and
performance. A total of 510 participants agreed to participate in this stitidyo®4 valid questionnaires. The results
show that security, performance, privacy and financial risks argidared the most important in delaying Chiriese
usge from traditional banking to IB. The security is perceived asakeimportant dimensions [11]. Accordingly the
following hypothesis is proposed.

Haz: Security risk has a significant negative impact on the perceived usefulness

Privacy refers to the protection of data that are collected either with or withewknowledge of the users
throught their communication with thB system [23]. Referencé&]] clarified that the privacy risk is the risk of losing
personal control. Users are concerned that their personal information magnigeulated or misused without their
knowledge. Further, reference [19,22] studied users adoption aflény services in Malaysia in the light of ten
determinants derived from extant literature, namely convenience, acitiégs&siature availability, bank management
and image, security, privacy, design, content, speed, and feehamgs The survey results indicate privacy and
recurity are the major sources of dissatisfaction. Results also reseatitracy; security and convenience factors play
an important role in determining the users’ acceptance of e-banking services with respect to different segmentation of
age group, education level and income level.

Reference [21] pointed out that if customers belief that the banks prategpbehsonal information, detect fraud
and transactions are secure, they are more likely to IBifay their transaction

Reference [12; J7stressed that privacy issues relating to IB have created significant bartieesufmtake of IB.
That as a mojor concern of most IB users, fraud and hackingnhpcause the losses of their money, but also violate
their privacy. Rotchanakitumnuai and Speece (2003) pointed out thattésceenegative effect if stomers’ personal
information is unsecured and there is the possibility that their privatybearevealed in the virtual environment.
Therefore, it is important for IB service providers to ensure that IB activities are safe and their customers’ privacy are
well-protected. In addition, perceived worries of revealing personalniation may produce adverse feelings that
could negatively affect users perceived usefulness of using 1Rl Accordingly the following hypothesis is
proposed.

Ha: Privacy risk has a significant negavtive impact on the perceived usefulness

Financial risk is the potential for monetary loss due to transaction erfmandraccount misuse is considered a
financial risk. Referencelp;18] showed that many users have concerns of losing money whilemargotransactions
or transferring money over the internet. For that reason, custoneées o trade directly at a bank.

Referencq11] indicated that there is a positive relationship between privacy concernsmanddl risk lead to
conclude that the more users worry about losing their privacy di@&andre they are concerned about financial loss.
Moreover, referencfg] indicated that privacy risk vegatively affect users’ perceived usefulness of using IB therefore,
the same could apply for financial risk and the following hypothegijsosed.

Hs: Financial risk has a significant negavtive impact on the perceived usefulness

2.2.Behavioral determinants and perceived ease of use

A study indicated that awareness of IB services is important theeffegtive use of flyers, brochures, web pages.
If users have enough information about IB services, how to useri&es, they awareness of IB site web user friendly
and easy to access, they can use this service more. The adopBoarefdetermined by the level of awareness that a
user has about IB and its possible benefit§.|

Referencd4] study adopt TAM and difference variables to test IB acceptance in Saudi Avitbia sample of
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4001B users. The variables were qualitytb$ internet connection, awareness, users’ trust, social influence, resistance
to change, self-efficacy age, gender, education, and income. The resullsd¢hrahawareness ¢B and its benefits
have significant effects on perceived ease of Aseordingly the following hypothesis is proposed.

He: Awareness has a significant positive impact incpeved ease of use

Some studies investigate the effect of three factors: security issues, cosaftutezfficacy and website features
on the extended TAM model. The research has been tested using surveangfl@ af 461 users in the United Arab
Emirates. The results strongly the extended TAM model in predicating customers’ behaviour to IB. It also support the
significant effect of computer seft-efficacy cistomers’ behaviour through perceived usefulness and perceived ease of
use. Moreover, participants were undertaken with strategic, tactical and operatiorzgens at each of nine major
banks in Oman and Australia. The factors chosen were perceived aetatixantage, perceived organizational
performance, perceived customer/organizational relationship and perceived easepodvided. The results showed
that with experience in using computers and the internet bankssirafan found more the services easy to use, easy
to navigate and quite accessible. However, banks in Oman with lackingpageexe in using computers were seen as
barrier factor to approach to IB services [7;25].

Reference 23] indicated that users with higher self-efficacy are more willing to learnva taehnology.
Moreover, referencgs] indicated that computer self efficacy ability would lead to more favorable ease of use. The
positive effects of computer selfefficacy on perceived ease of use of new technolody were fousistsotily in the
literature[16]. There cumulative results indicated that computer -safficacy may minimize the negative effects of
low ease of use and modify users’ attitudes toward their intention to continue using IB services. Accordingly the
following hypothesis is proposed.

H7: Computer selt efficacy has a significant positive impact on peved ease of use

Survey [4 researchd users’ resistance to change and argued that users may factor using traditional ways of doing
banking transaction and refuse to change. Referfifjesuggested that reducing personal relationships andtdace-
face conversation in IB are seen as potential barrier factor to approachetwiti2s.

A survey among the online banking users in Finland wdeb ot adoptedB namely postponers, opponents and
rejectors. Significant differences were identified between the groupsredpThe resistance of the rejectors is much
more severe and diverse than that of the opponents, while the postmtow only slight resistance. The results
suggest that in this non-adopter group psychological barriers aréytie Factor of resistance. The findings revealed
that user desire to visit the bank branch and chat with the teller reduce thatimotio adopt IB services [15].

Reference [12] presented that not all customers perceive IB services as addedrviiae benefit and they
prefer traditional transaction to new transaction method. They are lazy veittyeehMoreover, some people may
perceive the technology to be too difficult to use, so they choose diresadtimms. Resistance to change from
traditional ways of operating to new technologies such as IB, has an effattitoade and is viewed through low
perceived ease of use. Accordingly the following hypothesis isopeab

Hs: Resistance to change has a significant negatipact in perceived ease of use

Perceived
usefulness

Intention to use
internet banking

Awareness

PerceivedEase
of use

Computer

self efficacy —>

Resistance tc
change
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Figure 1. Research framework

Research model is shown in Figure 1. It is a simple TAM model, tepenceived usefulness and perceived ease
of use impact in intention to use internet banking without external variables.

3. Research methodology

The author uses qualitative and quantitative methods, interviews to asalyeeof the relevant content in the
article. Assessing the reliability of the scales employed and a structured equatieting (SEM) and statistical
package analysis moment of structures (AMOS version 22) are used.

3.1.Sample

A reliable sample frame representing all bank users in Vietnam, is not absiinable and steffective to be
done in this research. Therefore, questionnaires are distributed at 3 city areas:c#fatal, Danang city and
Hochiminh city. At the end of the investigation with 560 bank custsnagreed to participate in the study. After
removing 11 invalid questionnaires, | had a usable sampk36fyualified questionnaires with a reasonably high
response rate of about 9%%. Therefore the sample size is consistent with this recommendation (Hair, 013).
Before distributing the questionnaire, all participants were assured thghdh@ipation was voluntary and anonymity
was guaranteed. The age of them ranged from 18 up.

=18-320
m30-40
240-50
m> 50

Figure 2. The age of participant
3.2.Measures

The questionnaire design based on the model and qualitative research. Participaysdsthrough the
guestionnaire marked the most appropriate option in 5-point likert goadeers ranged from 1 “strongly disagree” to
5 “strongly agree”. The scale of variables in the model from the overview of studies, in-depth interviews and corrected
to the conditions in Vietnam. The questionnaire used in this research consfstiere garts: first part, description of
IB services provided by commercial banks. The second part, demoghafainroation from each respondent. Third,
guestions to assess the research variables. Table 1 show the variables ussdsmddbs.

Table 1. The research variables used and their soces

Variables Encoding Items
1 Intention to use internet banking ITUIB 4
2 Perceived usefulness PU 5
3 Perceived ease of use PEOU 3
4 Security risk SR 3
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5 Privacy risk PR 3
6 Financial risk FR 3
7 Awareness AW 3
8 Computer self efficacy CSE 4
9 Resistance to change RTC 3

Table 2. Descriptive statistics and reliability cofficients

Variables Mean Standard deviation  Cronbach’s alpha
ITUIB 15.62 2.71 .814
PU 11.96 2.85 715
PEOU 11.25 3.04 791
SR 16.23 3.49 711
PR 9.42 3.71 .701
FR 10.64 3.91 762
AW 10.67 4.63 .812
CSE 13.91 2.62 .701
RTC 20.76 3.96 .815

Evaluating the reliability of thecale via Cronbach’s alpha coefficients it satisfied three conditions: Cronbach’s
alpha coefficients > 0.6; Corrected Item-Total Correlation > 0.3 litbsbach’s alpha coefficients (Hair & ect, 2013).
Table 2 present descriptive statistics and reliability coefficients.

4. Data analysis and results

To investigate the relationships between different possible explanatory variakitgention to use IB, Pearson
correlation coefficients were calculated (shown in Table 3). To test the theoretdsll argiructures equation modeling
(SEM) and the statistical package analysis momemt of structures (AMOS versame 28gd in this study.

Table 3. Correlation matrix for varibles

Variable 1 2 3 4 5 6 7 8 9
ITUIB 1
PU 408" 1
PEOU .319° .649 1
SR -413°  -679° -.6047 1
PR -489° -587" -394 853 1
FR -319° -845 -.634 584" 674" 1

AW 4317 609" 717" -456" -319° -33T 1
CSE 395" 586" 729" -497° -313° -324" -347 1
RTC -518" -671° -674 685  .608° 531" 531" -.598" 1

SEM models indicated the relationships among variables using one or massi@grequation. A collection of
such equations is referred to as a structural equation model. Akmof dne significant. The table show that perceived
usefulness and perceived ease of use have a positive and signifieanbefintention to use. However, perceived ease
of use has slight higher impact than perceived usefulness. MoreioeeGiél risk has the highest negative significant
impact among all factorsn user’s perceived usefulness (B = -0.625, SE = .078, t-value = 5.24). Furthermore, computer
self-efficacyhas the highest significant impact on the perceived ease of use (f = -0.307, SE = .065, t-value = 4.18).
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Table 4. Goodness of fitindices

Indices Research results
Adjusted goodness of fit (AGFI) 0.96
Comparative fit index (CFI) 0.94
Normed fit index (NFI) 0.91
Goodness of fit (GFI) 0.97
Root mean square error of approximation (RMSEA) 0.065

Table 4 show goodness of fit indices compatible with the recommended.vakibllows: AGFI, CFl, NFI, GFI
indices with 1 indicating maximum fit and RMSEA indices with valu€&80ndicating good fit (Hair & ect, 2013).
Therefore, the model is suitable for the market.

5. Conclusion and implication

IB offers a lot of advantage over traditional banking services for bam#tscustomers. For banks, save costs,
reach new market segments, improve operational efficiency, reputation mpeétitiveness of banks. Intention to use
the consumer is a very important factor in the success of the $ankanks should study appropriate solutions to
improve the use of IB services.

First, when IB was born, there will be 3 customer groups. The firstpgwall adapt and use service immediately
because they appreciate the time and want to save them. The secondfgiiengs has a slower adaptation because
they are concerned about the safety of the service. For this customerwgeob@ve to make sure they understand the
safety and reliability of this service and at the same time use aenuwhpromotions and incentives to encourage them
to try out the product. The final customer group will have the slowesitation. These customers, after seeing the
other two groups, will use them graduallyis important for banks to guide and create trust for customershetie
services. The key here is to change the habits of customers so they realBeighatry convenientThe bank should
carry out the campaign introduces the characteristics of the IB systefenefits and how to use it. Increased
awareness of IB benefits, diversified service offering, service wepnent.

Secondenhancing awareness about benefits of IB through different marketihgdvertising strategies. It should
take advantage of the media, social networking and marketing transmiteset@awareness of the usefulness of the IB
service. Banks can launch brand communities through different soedifmlatforms where they can post detailed
information about IB or customers who are satisfied Wighcan share their positive experiences with other less
experienced users. The bank should carry out the campaign intrddacgsaracteristics of the IB system, its benefits
and how to use it. Increased awareness of IB benefits, diversified seffeitrgy service improvement. Banks should
make their customer more aware of their service quality and the regulgteeming IB. This can be achieved by
having seminars and exhibitions to allow customers to evaluate their new innovation. Next, the customers’ level of trust
in IB was foundto have a significant effect on the customer’s decision to adopt this innovation and for the continued
use of this innovation. So, banks should try to earn customers’ trust.

Third, banks need to build easysee, easye-use interfaces including users not proficient in technology. The
interface has a role to interact directly with the user, so it shoulddigreéd to be compatible and suitable for each type
of device. There are specific instructions on the level the security leles, and regulation related to security and
things to note when using IB service. Hot line guide using servitead

Four, a important feature in a3 solution is to ensure the authenticity and security of the transabtemmease
security, privacy and financial risk banks have and build secengdils to avoid hacker attack, developing methods for
strengthening encryption, and authenticating websites. Work with dime @ecurity firms to support and handle any
security problems. Application identification solution and access mamagesystem in online banking security;
Application of blockchain technology in improving the efficiencybahking operations. Currently, banks can apply a
variety of methods to solve security such as: virtual keyboards,tiorle password,wio-factor authentication or
hardware token, smart card with digital signature. Major banks arthenevorld often use secure and transactional
solutions based on a public key infrastructure, with the participation ofvheedockers, digital signature cards or
smart cards. Compared with other solutions, e-signature secalittjoa can solve simultaneously four important
issues: (i) user authentication; (ii) confidentiality of transaction informatiingata integrity; (iv) refusal. In addition,
banks need to invest in infrastructure development to create favorable confditiclients, train qualified staff have
got good skill to handle customer's problems.

Outside administrators to build and completion the legal directories systems @kt Work at the business on
the network and be used to solve the solution between bank with enstdran happen attempt to transaction on the
internet bank service. Building the rules and logical rule for the electronic vediéetronic signature and certificate
certificate.
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ABSTRACT

This research aims at providing some empirical evidence on determinanssairfiagility reporting quality in Vietnam
A sample of 99 sustainability reports published by listed companiethdoyear of 2016 was obtained and furt
analysed by employing content analysis method to construct sustainagbtging index for each company. The sty
used a wide range of variables to examine hypotheses developedtiBnopbfemale non-executive directors, grq
profit margin, financial services and utilities sector dummy variable, exfatussare found to significantly positive
associate with sustainability reporting quality whereas chairwoman chastictand profit before tax margin strong
associate in the opposite direction.

Keywords: Sustainability; sustainability reporting quality; GRI; gender diversity; finapaebrmance

1. Introduction

Sustainability reporting is increasingly popular on a global scale dueomddnr awareness of sustainable
development in terms of environment and business. Sustainabilityingploenefits greatly companies by building trust
with stakeholders which helps reduce reputational risks, improviegnal management and decision-making process
as well as information system, progressing vision and strategy thatdoelpmnies address strengths and weaknesses,
reducing compliance costs and creating competitive advantages (GRI, Theslrefstainability reporting, 2014)

A research conducted by Nielsen Vietnam in 2015 revealed that 86% ofMedteaonsumers would be willing
to pay a premium to buy products or services from sustainable developprapanies which was the highest
percentage among South East Asia countries (Nielsen Vietnam,. A0lS}uggests the enhancement of customers’
attention regarding sustainable issues, which encourages corporations toiersgatgnability practices. As a results,
sustainability reporting is expected to enjoy the widespread popularitygabusinesses, given increasing demands of
stakeholders in corporate responsibilities information and efforts tewaodnomic, environmental and social
developments.

Since there has been very limited amount of empirical research on sustgimapditting practices in Vietnam,
this study is undertaken with the purpose of providing somkngnary empirical evidence on which factors influence
sustainability reporting quality.

2. Literature review and developed hypotheses
2.1.Sustainability

The World Commission on Environment and Development (often knawrBrudtland committee) held by
United Nations in the 1980s published its reper@ur common future (the Brudtland report) in 1987 which provédes

widely-known definition of sustainability. Sustainability is defined as ‘ensuring that development meets the needs of the
present without compromising the ability of future generation to meet their own needs’ (United Nations, 1987).

* Hoang Thi Mai Khanh. Tel.: +84982464279.
E-mail address: khanhhtm@uel.edu.vn
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However, this definition has been criticised to be vague (Szekely & Knida®5). International Institute for
sustainable development (IISD, 1992) suggested a more comprehensive definition of sustainability as “adopting
business strategy and activities that meet the needs of the enterprids atakéholders today while protecting,
sustaining and enhancing the human and natural resources that will be needed in the future”. Szekely and Knirsch
(2005) also proposed a more detailed explanatibsugtainability as achieving and sustaining “economic growth,
shareholder value, prestige, corporate reputation, customer relationships, quality of products and services” while
pursuing business ethics and maintaining accountabilities with other cliddiesh Despite the differences of various
definitions, they share the same view in emphasising the respoiesihilitorganisations in all three pillars: economic,
social and environmental, rather than focusing on economic aspect only.

2.2.The Global Reporting Initiatives (GRI)

To report voluntarily on sustainability practices, companies can adograusapproaches, among which GRI is
the most widely used. Despite not a mandatory reporting framewoek, @ of G250 companies applied GRI
guidelines to prepare their sustainability reports (Sherman & DiGuilid))201

‘GRI is an international independent organization that helps businesses, governments and other organizations
understand and communicate the impact of business on critical sustairiabilés such as climate change, human
rights, corruption and many others’ (GRI, About GRI, 2017).

With the vision of creating a future which sustainability is integrateddrganisational decision-making process,
GRI aims at developing a reporting framework that sustainability repectnie regular and comparable as financial
reporting. The principles for defining reporting quality include: balancepecability, accuracy, timeliness, clarity and
reliability (GRI, 2015).

In general, a sustainability report consists of two parts: general standsdosure and specific standards
disclosure. The former includes disclosure relating to strategy and analggsisational profile, identified material
aspects and boundaries, stakeholder engagement, report profile, goveethicseand integrity. The latter includes
disclosure relating to 6 categories: economic, environmental, labour practicdecamd work, human rights, society
and product responsibility.

2.3.Theoretical framework
2.3.1.Legitimacy theory

Unsurprisingly, legitimacy theory has been extensively used to expiganisational behaviours in relation to
social and environmental accounting areas (Matthew, 2004 )term ‘legitimacy’ is defined by Suchman (1995) as “a
generalized perception or assumption that the actions of an entity areldegraper, or appropriate within some
socially constructed system of norms, values, beliefs, and definitions’.

General speaking, organisations in their existence receive supportsurmunding stakeholders, hence in turn
they should benefit the society where they base or at least do not ttoeatestroy the existence of the society and
natural environment (Adriana & lon, 2013etween the organisations and society, there is a ‘social contract’ that
constrains organisans’ activities within boundaries set by society. Legitimacy theory suggests that organisations will
always want to ensure that their operation is within society’s boundaries and perceived as legitimate by outsiders.

Organisation’s activities perceived by the society will have to be reported in the way that meets social
expectations. Failing to do so or having activities that counter social and tem@ddursls would result in organisation
being punished and criticised by the whole society even end up éradoen (Adriana & lon, 2013).

2.3.2.Stakeholder theory

The term “stakeholder” was first used officially as “all groups on which an organisation is dependent for its
survival” at a conference held by Stanford Research Institute in 1963 (Maria B-Boucher; Jacob D. Rendtqrff016)
From that time, stakeholder was used frequently in management arezwyithg definitions. However, the most all-
inclusive definition was defined by Freeman (1984) as “an individual or group of individuals which can affect or be
affected by the achievement of organizational objectives”.

In general, stakeholder theory suggests that organisations are accountabldeoange of stakeholders due to
their (potential) significant impacts on the society that cannot be esfyonsible to shareholders. With regard to
corporate social responsibility, the interest of shareholders or some stakststiduld not be attained at the sacrifice
of other stakeholders’ interest, however, it would be unlikely that the organisation can satisfy all legitimate stakeholders
simultaneously, therefore it will have to manage all stakeholders apgiebprand effectively (Becker-Olsen &
Moynihan, 2013).
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2.3.3.Agency theory

Agency theory concerns the agency problem arising from the sepdratiseen ownership and management of a
company, which management (the agent) may act in their own dtaen@her than the ones of shareholders (the
principals).

In Encyclopaedia of Corporate Social Responsibility, Menyah (2013) stiaé¢dAgency theory provides a
framework for determining the appropriate contractual arrangemeplidiimor explicit) that aligns the interests of a
principal and an agent who are engaged in a cooperative activity in the predenicielen action and hidden
information which the principal cannot observe or can do so at a cbshdy still not be able to prevent opportunistic
behaviour by the agent”.

The agency problem resulted from the separation between the ownershipaaagement was first officially
identified by Berle & Means (1932)at the achievement of organisational objective of maximising shareholders’ value
may be deteriorated by setfterested managers who make decisions that may conflict with owners’ interests.

Regarding corporate social responsibility, Friedman (1970) suggested thagensarfallowing socially
responsible activities by using organisational resources were acting onoweirinterests at the expense of
shareholders’ benefits. Nonetheless, Baron (2001) proposed that shareholders could motivate their managers by
providing some incentives to embark on CSR activities, which mayecoeenpetitive advantages for the company
hence benefit shareholders in long-term prospective.

2.4 Literature review and hypothesis development

Previous studies have indicated that sustainability reporting quality mayflbenced by various determinants
which can be grouped as follows:

Industrial characteristics

The legitimacy theory has been deployed substantially to examine alaéhetkye relationship between industry
affiliation and sustainability practices. Dissanayakea et al.(2016) found thkingpamnd finance industry had
considerably higher disclosure than other industries in Sri Lanka, henceibeingsitive industry sectors (such as
chemical, pharmaceutical, oil and gas industry) would not be a determfreustainability reporting. Similarly, Chena
et al.(2015) stated that CSR reporting may be general and relevant acratseindince there was no evidence on
significant difference in CSR disclosure of automotive, chemicagsfoand paper, metal products and health care
industry.

In contrast, Dilling (2010) found that corporations in high-profile secteould actively publish sustainability
reports, especially companies in energy and production industry. Similaggndre & Coderre (2013) pointed out that
high-risk industry sector firms were more likely to provide sustainglygiports with higher GRI application level and
independent assurance to ease pressures from their stakeholders and noedies.com their study, Kansala et al.
(2014) discovered that companies operating in steel and metal-non ferdustry had the highest sustainability
reporting scores while the ones belonging to construction and constradippamaceutical industry had the lowes
scores. Kuzeya & Uyarb (2016) suggested that firms operating infacaming industry had tendency to engage more
actively in sustainability reporting than service-industry firms due ¢ofdlst that environmental impacts and health
issues would be more significant to manufacturing corporations. Wuttatam (2017) concluded that firms in
property industry appeared to provide less sustainability reports thangkén other industries.

Therefore, the first hypothesis is examined to address whether sustainagbirting quality varies among
different industry sectors in Vietnam:

H1: There are variations in sustainability repogtguality across industry sectors.

Financial performance

Financial performance of an organisation can be assessed through vesamigan: return on assets, return on
equity, profitability margin, sales growth, liquidity ratios, leverage, etc.etér sustainability performance is
associated with corporate financial status and vice versa is controversial lssbésasubject to concern of not only
management, investors but also academic researchers and governments.

Some studies suggest that there is no or weak obvious links betiwardial performance and sustainability
practices. Kuzeya & Uyarb (2017) discovered irrelevant relationship betweétakility, free cash flows, growth
opportunities and sustainability reporting practices although they faugak negative association of leverage and
significant negative association of current ratio with sustainability regontiractices. Financial performance
(profitability, leverage) is not a significant determinant of CSR disofpsince stakeholders (including shareholders)
can exert their power over the firms to force them to engage inegiodt on CSR activities regardless their economic
status (Wuttichindanon, 2017)

On the other hand, some studies found significant correlation betireatiél performance and sustainability
reporting practices. Better financial performance firms can invest excessive gapitatainable development hence
enhance sustainability performance (Ziegler & Schroder, 2010)itdblef companies may have extra resources to
conduct and report on CSR activities which in turn potentially createsetibivg advantages and facilitates short-term
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economic targets achievement (particularly ROE) (Chena, Feldmannb, & Z@ihg) McGuinnessa et al. (2017)
revealed significant negative association between leverage and CSR ratingdsohielentified contrary relationship
between social ratings and lagged financial performance. Dilling (20h@jroed the connection between higher profit
margin and G3 sustainability reports while Kansala et al. (2014) concluatepkdiiitability determined CSR disclosure
in a positive way. Similarly, Lourengo & Branco (2013) suggestatidbrporations with higher sustainability reporting
performance had larger return on equity than lower ones.

Due to debatable results on the relationship between financial performanéeS&dsustainability reporting
practices, this research does not predict the direction but speculate the existérecassbtiation in Vietham. This
brings to the second hypothesis tested:

H2: There is an association between financial penénce and sustainability reporting quality

Board gender diversity

The report on Women in decision-making highlighted the relationshipebeatworporate ethical behaviour and
number of female directors (European Commission, 2012)

Davies Report (2011) argued that larger proportion of female directodsoarts would enhance board’s
performance through more active contributions of female NED compar#tkitomale counterparts, conscientious
preparation for board meetings and willingness to challenge strategies. Biorgi@ater female representation could
help the board achieve better corporate governance by monitoring strategmitting to ethical standards and
concerning more on stakeholder issues such as employee, custosfactgati sustainable development and corporate
social responsibility.

The representation of women on boards could bring diversity duestimative values of female directors
compared to male directors, they are more stakeholder-oriented thanmihleir counterparts (Adams, 2015)
Furthermore, greater number of women on boards can positissbgiate with ethical and social compliance because
of female sensitivity towards these matters (Isidro & Sobral, 201)s Treating a legitimate expectation that there
would be a relationship between board gender diversity and sustainaplitifing practice since diverse boards could
increase the transparency and accuracy of financial reports, hence reftwogation asymmetry and improve
stakeholder engagements (Gul, Hutchinson, & Lai, 2013).

Al-Shaer & Zaman (2016) found a significant positive relationshipvdst sustainability reporting quality and
board gender diversity measured by five alternatives: number of female directors on boards, percentage of boards’
female directors, number of independent female directors, Shanr@nahdliversity and Blau index of diversity. By
categorising into two groups: small and large sized companies, the gispetiscovered that while all board gender
diversity measures of the small sized companies were significantly assatitedistainability reporting quality, two
measures (number of female directors and number of independeaie fdimectors) were significantly associated for
large sized firms (although all of them had positive associations wiidirsaisility reporting quality).

The presence of women on boards could help firms become sociallyps#spdy encouraging the adoption of
environmentally friendliness and good corporate governance practices KNadaean, & Saleem, 2017). The
research also found that gender diversity positively associated with argastainability practices in Australia.

Non-executive female directors

The UK’s Higgs report on the role and effectiveness of non-executive directors highlighted the importance of non-
executive directors who have no managerial sespility in assuring boards’ balancing influence and reducing
conflicts of interest between principals (shareholders) and their agents émerdy Arguably, non-executive
directors are believed to play a key role in challenging and scrutinigrgjrdtegy implemented by executive directors
due to their wider perspectives. Besides the positive relation of women’s proportion on boards to board’s effectiveness,
female directors are likely to have similar impact possessing by indepeatickctors (Adamsa & Ferreira, 2009y -
Shaer & Zaman (2016) found a significant positive association of eumb independent female directors with
sustainability reporting quality. As a result, it is worth to expect that indepeaddmon-executive female directors
may require more effort on sustainability practices which eventually bemséfiteholders in long-term and in a
sustainable way.

Female leadership

While the chairman is responsible for leading the board of directors, ilfeegkcutive director (CEO) leads the
management team. The UK’s Higgs report emphasised the vital role of chairman in ensuring the effectiveness of the
whole board as well as individual directors by directing boards’ operation to strategic matters, actively engaging with
shareholders, altating sufficient time for controversial issues discussions. On the other hand, CEQ’s roles are more
likely to involve in running the business, implementing board’s resolutions, assuring organisational objectives
achievement and liaison with stakeholders. Due to these characteristics,ldt beoa mistake not to address the
influence of corporate leadership on companies’ strategies and policies on sustainable development including related
public disclosures. McGuinnessa et al. (2017) found that companieg &taiowoman and female CEO tend to have
higher corporate social responsibility rating. Furthermore, the effefegintdle leadership still significantly remained
after board gender diversity measures had been controlled.

This research is to examine whether board gender diversity influereegudity of sustainability reporting
among Vietnamese listed firms. Therefore, the following hypotheses will be tested:
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H3a: There is a positive association between bgerdler diversity and sustainability reporting qtiali
H3b: Non-executive female directors have a poskigsociation with sustainability reporting quality.
H3c: Female leadership has a positive relationslitip sustainability reporting quality.

3. Research methodology
3.1.Sample and data collection

The primary objective of this study is to identity whether factors thggised have any association with quality of
sustainability reports. As a result, only reports exclusively named ‘sustainability report’ or ‘sustainable development
report’ are subject t0 the assessment. Since sustainability reporting is relatively new in Migtinare is no database or
statistics about the quantity of published reports nor list of publishiggnisations. In order to gather all available
sustainability reports, websites and annual reports of all companies distédo domestic stock exchanges were
scanned with relevant key words. The reporting period is forithadial year ended 31 December 2016 (or earlier but
not prior to 1 January 2016). Finally, there were 99 companies mesgngequirements. These reports were
subsequently analysed through a scoring scheme.

All financial data was retrieved from data stream of Thomson Reuters NEIKile non-financial one was
collected manually from annual reports, corporaieethance reports, corporations’ website, Vietstock.com and data
stream.

3.2. Sustainability reporting scoring scheme and sustability reporting index

Content analysis has been extensively employed in this researcless #ss quality of sustainability reporting.
Clarkson et al. (2008) adopted GRI guidelines to construct an index to ass@®smental disclosures in related
reports. Similarly, in this research the construction of a sustainabilitytiregp index is implemented which eventually
generates indices facilitating the comparability of sustainability reporting gaalibss companies. However, before
that, a scoring scheme must be applied to calculate scores (which represégtampiaompleteness) of sustainability
reports.

Both Clarkson et al. (2008) and Dissanayakea et al. (2016) adoptegu@Rlines for their scoring framework
due to its superior characteristics such as international standardised guidalirezmtbe flexibly applied to various
types of organisation through the usage of each reporting indicemmroving the transparency, relevance,
completeness, accuracy of sustainability reports; ensuring reporéseafing a balanced picture regarding different
dimensions, etc. Because of these benefits, this study adopts t@ihaitity reporting guidelines as scoring scheme
based on reporting indicators to measure reporting practices in Vietnamerfatl, some adaptions were brought in
to make scoring scheme suitable to Vietnamese corporate reporting practices. Hgesst@me is demonstrated in
appendix 1.

Generally, most of companies in the population have sustainability repottdedah their annual reports, which
are subject to scoring scheme. However, companies who publishasteredsustainability reports will have their
separate reports marked individually not the ones included in annual repartegrated reports (as they are often in
brief and referred to stand-alone ones). To maintain the comparabilitfaandss, only information disclosed in
sustainability reports is subject to this scoring scheme, which mdansation referred to elsewhere in annual reports
or other reports will be not taken into account even it is mentioned in Génmeger

In Vietnam, circular 155/2015/TT-BTC issued by Ministry of Financeitsasection 6 in appendix 2 guiding the
preparation of report on related impact of the company on the emérdrand society, which is used by many firms
(especially SMESs) as a framework to produce sustainability reports. Withutipose of enabling the comparability of
sustainability reporting indices across companies’ practices, this research prescribes a minimum disclosure based on
reporting requirement of section 6 appendix 2 with the additiaowie indicators (G4-1, G4-18, G4-24, G4-25, G4-26,
G4-27, G4-DMASs) that is similar to the way used by Dissanayakea €(l6). The purpose of the prescription is to
provide a fixed nhumber of weights towards the total score in arrivitigeahdex which would established comparable
standards. For example, if a company fulfil fully all prescribed indicatodsother indicators (that company chose to
disclose), its sustainability reporting index will be 1 (the absolute indexyever, if the firm fails to disclose
prescribed indicator although it fulfils fully other indicators, its index &l lower than 1. It would be inappropriate to
force all companies to disclose all indicators because of the principle-basedafaguidelines with comply or explain
practice. That adaption seems to be fit with Viethamese current circumstanced #ne#lli necessary to have a
threshold to evaluate the quality of sustainability reports. These prescrilatonslare present in appendix 2.

Reporting indicators not prescribed in appendix 2 will be treatédoluntary’ or ‘additional’ disclosure which is
subject to scoring scheme accordingly with corresponding weights thhecompany includes them in their reports.

The scoring scheme does differentiate between the important indicators angbnainn ones. Except for
prescribed indicators, the ones belonging organisational profile, report’s profile, G4-22 and G4-23 are treated as
unimportant since they are usually included in annual reports. Thartamp indicators individually have maximum
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score of 1 with corresponding weight of 1, while the ones of poitant indicators are 0.5. Additionally, each indicator
is scored differently based on whether it is fully disclosed or parttjodied or not disclosed with the score of 1, 0.5
and 0 respectively. For example, an indicator is required by guidelindisdose approach, supporting statistics of
each components but the company decided to disclose only its apprqaily necessary figures, the indicator would
only receive a score of 0.5 or even 0 if information providgddged to be irrelevant or not meaningful. The criteria
applied would be G4 detailed guidelines and judgement would be used to etrauatermation. This method would
reflect the quality and completeness of disclosure.
Following that the sustainability reporting index is determined as below:
Total scare

I =
Number of fixed weights + Number of variable weights

Where:

| represents sustainability reporting index of assessing company

Total scords the score of sustainability report marked by using scoring scheme

Number of fixed weightss the number of weights fixed to prescribed indicators (15 fanéiral services related
organisations and 25 for others)

Number of variable weightis the total of weights of additional indicators disclosed (not prescribed indjcators

These indices represent the quality of sustainability reports and will be used adedépemiable in research
models to identify which factors have influence on them. Thiscamh was utilised widely by many studies involving
the assessment of reports’ quality ( (Kansala, Joshib, & Batra, 2014Mohammad Badrul Muttakin, 2014)), which
would ensure the comparability across companies and industries (foplexfinancial services related corporations are
not required to disclose environmental impact while manufacturersveadawithout significant deviations if absolute
scores were used.

3.3.Measurement of independent variables

Table 1: List of independent variables

Hypo- Variable ~ Variable Measurement Hypo- Variable  Variable Measurement
thesis group thesis group
H1 Industry  ch_ph Dummy variable, which: H3a Board no_fmb Number of female directors (members) on
1: company belongs to chemical, gender boards (including chairwoman)
pharmaceutical industry sector diversity  p_fmb Percentage of female directors (members
0: otherwise on boards (members)
const Dummy variable, which: H3b Female NELno_fned Number of female non-executive directors
1: company belongs to construction indust on boards
sector p_fned Percentage of female non-executive
0: otherwise directors on boards
condis Dummy variable, which: H3c Female  chairwoman Dummy variable which:
1: company belongs to consumer leadership 1: lead of the board is a woman
discretionary industry sector (chairwoman)
0: otherwise 0: lead of the board is a man (chairman)
energy Dummy variable, which: f_ceo Dummy variable which:
1: company belongs to energy industry 1: CEO is a woman
sector 0: CEO is a man
: 0: otherwise ; f_mgt Number of female senior manager (CEO
fin Dummy variable, which: and vice-CEO)
1: company belangs to financial services Corporate bodsize Number of directors (members) on boards
industry sector governance no_ned Number of non-executive directors on
0: other\msg i boards
real Dummy variable, which: ) p_ned Percentage of non-executive directors on
1: company belongs real estate industry boards
sector ) duality Dummy variable, which:
0: otherwise . : ; ;
- S 1: there is duality of chairman and CEO
trans Dummy variable, which: 0: otherwise
iégtc;rppany belongs transportation industr Size Inta Natural Iogar?thm of total assets at year er
0: otherwise Inrev Nat_ural logarithm of net sales for relevant
uti Dummy variable, which: period - -
1: company belongs utilities industry secta export Dummy vanable,l which: .
0: otherwise 1 company has its goods/services trade
others Dummy variable, which: internationally

H2  Financial roa
performance¢roe

1: company does not belong to any above
industry sector

0: otherwise

Return on assets

Return on equity

pbt_margin Profit before tax margin

gross_margit Gross profit margin

eps Earnings per share

current Current ratio

quick Quick ratio

lev Leverage (debt to equity)

ocf_ts Operating cashflows to net sales
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4. Research results and discussions

Table 2: Regression analysis results

Source SS df MS Number of 99

obs

F(11, 87) 9.63
Model 3.132062 11 .284732889 Prob > F 0
Residual 2.573166 87 .029576619 R-squared 0.649

Adj R-squared 0.592
Total 5.705228 98 .058216608 Root MSE 0.17198
index Coef.  Std. Err. P>t [95% Conf. Interval]
p_fned 0.364333 .1564523 2.33 0.022 0.053367 0.675299
chairwoman -0.10079 .0598515  -1.68 0.096 -0.2197499 0.018173
f mgt 0.044732 .0176994 2.53 0.013 0.0095523 0.079911
pbt_margin -0.48941 .1815042  -2.70 0.008 -0.8501718 -0.12865
gross margin  0.448627 .1603578 2.80 0.006 0.1298982 0.767355
lev -0.07 .0262685  -2.66 0.009 -0.1222139 -0.01779
fin 0.169569 .0845999 2.00 0.048 0.0014179 0.337721
uti 0.191981 .097919 1.96 0.053 -0.0026432 0.386606
duality 0.072893 .0404224 1.80 0.075 -0.0074515 0.153237
Inta 0.057905 .0113572 5.10 0 0.0353313 0.080479
export 0.15352 .0411961 3.73 0 0.0716382 0.235402
_cons -0.37121 .1671407  -2.22 0.029 -0.7034248 -0.039

Table 2 represents results produced by regressiatysis, which indicates all variables having meafil
associations with sustainability reporting qua(itydices).

Industrial characteristic

First of all, H1 is substantiated by moderate positive associations of thednwlith financial services and utilities
industry variable. This indicates that these industries are likely to perfettar In reporting sustainable development
activities than the average. Unlike others, companies operating in financiaksesgctor are not subject to disclosures
relating to environmental perspectives (the most lengthy, complicated sectioiffianitt tb collect all relevant data)
and they are also the ones who actively seek to build strong legitimabg public eyes. Utility corporations are
owned substantially or partly by the government, hence may be pnéssure from the government to develop
sustainably (recently, the government has encouraged all compani#suothe sustainable development initiatives).
Furthermore, as state-owned firms, they are usually subject to gseatéiny from the public due to their relatively
significance in size and considerably political contribution backed, as a resylmtis¢ disclose more environmental
and social information to maintain their accountability to society at largeni€o& Gordon, 2001).

Financial performance

The results discovered opposite associations with sustainability reportingy quitlit regard to gross profit
margin and profit before tax margin, which confirms H2. While gprséit margin significantly positively associates
with the indices, the profit before tax margin correlates in the contradidioegtion (negatively). The former
relationship is in line with previous studies such as Chena et al. (2Dill5)g (2010), Lourenco & Branco (2013),
Kansala et al. (2014). It would be sensible to expect that higher gofgswargin could allow companies to have extra
resources to undertake and report on sustainability practices withouterabstddetriments to the bottom lines. The
latter association seems to conflict with the former and is difficult to rationaliseuay justifications. However, using
statistical analysis, the common characteristic for poor performerssiairsability reporting but having high profit
before tax margin is that most of them have trouble with cash-floegative operating cash-flows, negative net cash-
flows), which indicates the remote likelihood for them to engagkraport intensively on sustainability practices (lack
of financial resources).
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In addition, the findings suggest a weak negative association betweesgle and sustainability reporting quality
which is similar to previous studies such as Kuzeya & Uyarb (201G uihcessa et al. (2017).

Board gender diversity

In line with Al-Shaer & Zaman (2016), this research found a sgmif positive association between percentage
of female non-executive directors and sustainability reporting qualifghwdonfirms H3b.

Surprisingly, the result indicates that chairwoman significantly associatesheitindices in a negative manner
which contrasts to McGuinnessa et al. (2017). Together with the absence of H3a’s confirmation in the results, this may
partly reflect gender inequality in Vietnam where women’s involvement in business is still largely restricted. Using
descriptive analysis, there are only 12 and 14 companies have their di@arefind CEO are women respectively in a
total population of 99. Moreover, except for some large companies (\RE#), most of these companies are small
and medium enterprises. Considering tight constraint of capital, technical arah hasources, these companies may
have many other urgent priorities in order to survive in the competitith larger ones, which frustrates the efforts in
sustainability or CSR reporting. In addition, given their size, thd&mi@l impacts on the society may be judged to be
little than large companies. As a results, they also receive less scrutiex@extation from the public compared to
large ones, which allows them to fulfil only minimum requiremémtgoluntary disclosure as prevailing requirements
(annual reports regulated by circular 155/TT-BTC).

Although number of female senior managers variable has a meaniogftivg correlation with the indices, its
magnitude is insignificant due to small co-efficient. The opposition of tirebetween chairwoman variable and
number of female management variable can be explained by agency dhneotlyeir roles in companies. While the
chairman or chairwoman is accountable to shareholders and responsibnftrimg the management team to make
sure they act on shareholders’ interests, one of management’s responsibility is dealing with various stakeholders who
may highly concern in corporate sustainapilpractices. Furthermore, by involving in firm’s daily operation,
management team may understand more about the company’s circumstances and actively contribute to boards’
strategies. Under their role of executive manager, if they perceive simliginpractice as strategic CSR which can
benefit economically and financially companies in loeiga as well as enhance the ‘corporate citizen” image and hence
reputation, they may be encouraged to engage in sustainability activitiespamting as an instrument to signal the
public, even when company is not as good as what they state. Theiefoould be arguably that companies with
larger proportion of female management may have higher sustainabpityting quality. Another reason for this
paradox is that large companies who have sufficient resources for C8Rainability reporting tends to be balanced
in management’s gender with the purpose of seeking best practice.

Finally, the study also found positive associations between sustainabibityimgpquality with duality, logarithm
of total assets and export variables but the magnitudes are varying that omtly v@xfable has strong impact. The
influence of export status is in line with Mohammad (2014). The riatemal customers especially developed
countries’ ones pay considerable attention towards environmental and social issues relating to manufacturers producing
products they buy. Failing to address these issues may make exportipgnéesrbeing boycotted or losing contracts.
One indicator in G4 sustainability framework is choosing suppliased) on environmental and social behaviours,
moreover G4 guidelines are intensively used in foreign countries, éhgouraging Vietnamese export-oriented
companies to engage more in sustainability reporting.

5. Conclusion

This research aims at providing some empirical evidence on determinantstaihability reporting quality in
Vietham. A sample of 99 sustainability reports published by listed congpéoigehe year of 2016 was obtained and
further analysed by employing content analysis method to constgtinability reporting index for each company.
The study used a wide range of variables to examine hypotheses developed.

In general, the quality of sustainability reports published by Vietnatisted corporations is relatively low with
limited amount of disclosure. The results point out that sustainalapiyrting quality does vary across industry sectors
with better than average performers operating in financial services and uites. s

With regard to financial performance, the research found out a mix of nslaifiodirections. While gross profit
margin significantly positively associates with sustainability reporturgity, profit before tax margin associates with
the reporting quality in a negative manner. A weak negative association wethde is also discovered which is in line
with previous studies.

The findings suggest that proportion of female non-executive diseptsitively associates with sustainability
reporting quality whereas chairwoman characteristic correlates in a negativernveould point out some issues
relating to gender inequality and some unique traits belonging to Vietnansgedsupractices. In addition, there is a
significant positive association between export status and sustainability reporiity.

The limitation of this study is that it was undertaken exclusivelystmtainability reports issued for the year of
2016 not a period of time which may result in the findings only reflecting ‘snapshots’ not trends in time. A longitudinal
research may reveal more significantly meaningful trends.
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Appendices
1. Appendix 1: Summary of scoring scheme
Category Aspect No. of Score and Note
indicators weight for
each
General disclosure Strategy and Analysis 2 1
Organizational Profile 14 0.5
Identified Material Aspects and Boundaries 7 1
Stakeholder Engagement 4 1
Report Profile 6 0.5
Governance 22 1
Ethics and Integrity 3 1
G4- DMA 1
Economic category Economic Performance 4 1
Market Presence 2 1
Indirect Economic Impacts 2 1
Procurement Practices 1 1
Environmental Materials 2 1 [1]
category
Energy 5 1 [1]
Water 3 1 [1]
Biodiversity 4 1 [1]
Emissions 7 1 [1]
Effluents and Waste 6 1 [1]
Materials 1 1 [1]
Environmental Compliance 1 1 [1]
Overall 2 1 [1]
Supplier Environmental Assessment 2 1 [1]
Management Approach 1 1 [1]
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Labour practices and Employment 3 1
decent work
Labour/Management Relations 1 1
Occupational Health and Safety 4 1
Training and Education 3 1
Diversity and Equal Opportunity 2 1
Supplier Social Assessment 2 1
Management Approach 1 1
Human rights Human Rights Assessment 2 1
Non-discrimination 1 1
Freedom of Association and Collecti 1 1
Bargaining
Child Labour

Forced or Compulsory Labour

Security Practices

Rights of Indigenous Peoples

Human Rights Assessment

Supplier Social Assessment

Management Approach

Society Local Communities

Anti-corruption

Public Policy

Anti-competitive Behaviour

Socioeconomic Compliance

Supplier Social Assessment

Management Approach

Product responsibility = Customer Health and Safety

Marketing and Labelling

General Disclosures

Marketing and Labelling

Customer Privacy

Socioeconomic Compliance

RPlRRrRINMNN RN R RPN RN R RR R
RiRRrRrRR R RRRRRRRRRRRRRR

Transparency and Reliability and Transparency in overall
General view

(2]

Reliability specifically in the Environmente 1 [2]
Dimension
Reliability specifically in the Socia 1 [2]
Dimension
Accessibility and Structure 1 [2]
Layout and Language 1 [2]

Not required for companies operating in banking, financial, insuranagrjtiessector

These indicators are used to assess the transparency and reliability of thandpts components. Judgement would
be employed to derive appropriate evaluation. These indicators were ubtonatly to assess sustainability
reporting practices by Dissanayakea et al (2016)

2. Appendix 2: Minimum required disclosing indicatas

Category G4 Ref Indicator Note
General disclosure G4-1 Statement from senior decision-maker
G4-10 Information on employees and other workers
Identified Material G4-18 Defining report content and topic Boundaries
Aspects and
Boundaries
Stakeholder G4-24 List of stakeholder groups
Engagement
G4-25 Identifying and selecting stakeholders
G4-26 Approach to stakeholder engagement
G4-27 Key topics and concerns raised
Economic category G4-EC5 Ratios of standard entry level wage by gender compared to
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minimum wage

Environmental G4-EN1 Materials used by weight or volume [1]

category
G4-EN2 Recycled input materials used [1]
G4-EN3 Energy consumption within the organization [1]
G4-EN4 Energy consumption outside of the organization [1]
G4-EN6 Reduction of energy consumption [1]
G4-EN7 Reductions in energy requirements of products and services  [1]
G4-EN8 Water withdrawal by source [1]
G4-EN10 Water recycled and reused [1]
G4-EN29 Non-compliance with environmental laws and regulations [1]
G4-DMA The management approach and its components [1]

Labour practices and G4-LA2
decent work

Benefits provided to full-time employees that are not provide
temporary or part-time employees

G4-LA8 Health and safety topics covered in formal agreements with 1
unions

G4-LA9 Average hours of training per year per employee

G4-LA10 Programs for upgrading employee skills and transition assist
programs

G4-DMA The management approach and its components

Society G4-S01 Operations with local community engagement, impact assessn

and development programs

G4-DMA The management approach and its components

Not required for companies operating in banking, financial, insuranagjtsec sector
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ABSTRACT

The study applies the financial risk measurement by using financial ratios and Default risk model (Edward I.Altman’s
Z-Score model) and operational risk measurement by measuring thitygoé operational risks and quality of rig
management. The results are consistent with the explanations of the measubrgrfinancial ratios and default ris
model and quantity method of operational risks and quality of riskagement that there is Good comment
financial status of Mobile World Corporation and Operational risk figuréd®&Event risk. As a result, TOWS meth
is used to reach the solutions for the risk found out.

Keywords: Risk assessment, financial risk, Operational risk, Risk managementnassgddobile World Corporation.

1. Introduction

Risks can come from various sources including uncertainty indiabmarkets, threats from project failures (at
any phase in design, development, production, or sustainment life-¢cyetgs)liabilities, credit risk, accidents, natural
causes and disasters, deliberate attack from an adversary, or eventertdiniror unpredictable root-cause. Risk
management is the identification, assessment, and prioritization of riskef&finSO 31000:2008sthe effect of
uncertainty on objectives) followed by coordinated and economical applicatr@safrces to minimize, monitor, and
control the probability and/or impact of unfortunate events or to mmagi the realization of opportunities. Risk
management’s objective is to assure uncertainty does not deflect the endeavour from the businessltgisaimportant
in an organization because without it, a firm cannot possibly defindjistives for the future. If a company defines
objectives without taking the risks into consideration, chances are thatithivse direction once any of these risks hit
home.

Mobile World Investment Corporation operates under two distribution dtsnthe thegioididong.com which
means Mobile World, and “dienmay” which means Consumer Electronics. Over the past years the Company has been
continuously growing despite the not favourable macroeconomic corditidobile World has been awarded with
several international prizes by prestigious organizations, including The GlobatthGEnterprise by the World
Economic Forum, the Top 5 Fastest Growth Retailer in Atacific 2010 by Euro monitor International, and the Top
500 Retailers in Asia-Pacific by Retail Asia magazine for 6 consecutive R®&i82015). Besides, Mobile World’s
success story has been taught in many leading American businesls stioboas Harvard University, UC Berkeley,
and Tuck School of Business..

As a result, the risk assessment and management of Mobile World Corpohatibhesan important part for
writer to understand the big success story of the big company.

2. Literature review
2.1. Concept of risk and risk management

Risk, according to ISO 31000:2009 is defined as the “effect of uncertainty on objectives”. There are two types of
risk as financial risk (risks associated with financing, includingnfifel transactions and loans in risk of default) and

operational risk (the risk of indirect or indirect loss due to inadequdtgled internal processes, people, and systems
or from external events).

* E-mail address: ledothientruc.cs2@ftu.edu.vn
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Risk management is the identification, assessment, and prioritization ofdéikeed in ISO 31008sthe effect
of uncertainty on objectives) followed by coordinated and economical applicdtr@saurces to minimize, monitor,
and control the probability and/or impact of unfortunate events onaximize the realization of opportunities. Risk
management’s objective is to assure uncertainty does not deflect the endeavor from the business goals.

2.2.Risk measurement
2.2.1.Financial risk measurement

Activity ratios: Measure the efficiency of a company’s operations. Major activity ratios include inventory
turnover, days of inventory on hand, receivables turnover, desaed outstanding, payables turnover, number of days
payables, working capital turnover.

Liquidity ratios: Measure the ability of a company to meet short-term obligations. Majodity ratios include
the current ratio, quick ratio.

Solvency Ratio:Assess a company’s ability to fulfill its long-term obligations. Major solvency ratios include debt
ratios and coverage ratios.

Profitability ratios:Net profit margin, ROA, ROE

Cash flow analysis (CFO,CFI,CFFash flow to revenue, Cash to income, Debt coverage.

Default risk modelEdward I.Altman’s Z-Score model

Z=1.2x1+1.4x2+3.3x3+0.6x4+1.0x5

Where: x1=Working capital/Total assets (%); x2= Retained earnings/Total assets (%)anxBrg& before
interest and taxes/ Total assets (%); x4=Market value of equity/Total liabilities (%); x5=Sales/Tetta(mssber of
times).

Scores below 1.81 signify serious credit problems, where as a score3abadnedicates a healthy firm. Scores in
the ranges between 1.81 and 3.0 signify firm’s conditions needed to be investigated.

2.2.2.0perational risk measurement

Quantity of risk: According to “Sound Practices for the Management & Supervision of Operational Risk”, Basel,
operational risk could be defined as “the risk of direct or indirect loss due to inadequate or failed internal processes,
people and systems, or from external events”

Quantity of risks could be measured based on People, Process, $Sistents and Overall.

Based on World Bank assessment criteria, these riskcould be assessed at HIGH, MODERATE and L@/
degree.

Quality of risk managemenBased on recent researches such as ISO 31000 for SME, Risk Management Standard
from Institute of Risk management (IRM) and other updates, rislagesment process has a process as follow.

<—>[ Establish context ]<—>
Risk assessment i Q
skl T e ;e
z | Identify risks | g
= ] 5
o |- —{ Analyse risks }~ - 3
g p z
S ( : B 5
= Evaluate risks -
= ( ) =
o * o
= @
<—>[ Treat risks ]<—> =
g v T

The ISO 31000:2009 risk management process

Throughout this guide, the term risk is used describe an uncertaintyathpbsitive or negative consequences; or
both positive and negative consequences. Many risks have bdtivepasd negative consequences. The térisk
treatmenit is defined as'a process to modify risk The standard includes the following note: risk treatments that deal
with negative consequences are sometimes referred taisk mitigatior?’, “risk elimination” , “risk preventiod or

“risk reductiof. The definition of “risk attitude’ is defined as“an organizatioh s approach to assess,
and eventually pursue, retain, take or turn away froni’risWhen a risk has a positive consequence tipeirsuit’ of
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the risk is a logical course of action in order to enhance the achievemeniegfives. Based on World Bank
assessment criteria, the Quality of Risk Management is assessed based on:

v Board and Senior Management Oversight

v .Policies, Procedures and Limits

v' Measurement, Monitoring, and MIS

v' Internal Controls and Internal Audit.

Degree of quality of risk management could be assess®RGBNG, ACCEPTABLE, WEAK scale.

A combination of quantity of risk and quality of ri sk management

High Exposure

High Quantity High Quantity
Weak RM Process Strong RM Process
Weak RM Process Strong RM Process
Low Quantity Low Quantity
Weak RM Process Strong RM Process

Low Exposure

High Quantity — Weak Management High Quantity — Strong Management
v Confirm risk assessment v Confirm risk assessment
v Low reliance internal measures v Rely on internal measures
v Full on-site procedures v Modified on-site procedures targeting specific
Low Quantity — Weak Management Low Quantity — Strong Management
v Confirm risk assessment 4 Confirm risk assessment
4 Low reliance internal measures 4 Rely on internal measures
4 Target“Management” section of on-site 4 Minimal on-site procedures
procedures

Examination Scope Based on Hypothesis

Source: World Bank

2.2.3.Whole reflection of every risk occurrence and assest

PROBABILI TY A
Frequent
Possible
Occasional
Remote
Improbable
N
7
CONSEQUENCES

Negligible | | Marginal | | Significant | | Critical Catastrophic

Source: Corporate Risk Management Course
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Acceptable Risks

Conditionally acceptable Risks

- Risks not acceptable

2.3.Managing Risks

Based on the effects of risk factors to possible outcomes, the writer shlectost concerned risk to find the
solution by using TOWS analysis of the company.

3. Risk Management at Mobile World Corp.
3.1.Company introduction

Mobile World Corporation has its full name as Mobile World Investment Catioor with the stock code like
MWG. The company was established under Business Registration Licensé®301.2275 issued by Planning and
Investment Department in Ho Chi Minh City as of the date ofdfuary 2009 and other documents with chartered
capital at 1,119,567,790,000 VND and invested capital is 1,474,956,147,637 VND.

In 2004, thegioididong.com was established and now become the toprétailer in Vietham with 960
supermarkets (each has area from 100-200 m2) nationwide.

In May, 2015, dienmay.com (created in the end of 2010) wasiadff changed into Dien may Xanh
Supermarket, which specializes in electrical appliances and digital products arebBasgpermarkets nationwide in
2016.

In the end of 2015, the very first store named Bach Hoa Xanh agh&all the end of 2016, Bach hoa Xanh has
completed the first trial period with more than 40 supermarkets majorirgnifPfiu, Binh Tan, Ho Chi Minh City areas
and achieved positive revenue and good feedbacks from customers.

Vuivui.com — the first B2C electronic commercial website was built in the beginning of a0d&fficial went
into work in delivery in Ho Chi Minh City in Oct, 2016.

3.2. Company’s risk status
3.2.1.Financial risk measurement

Firstly, it is about activity ratios.

Receivables (Debtor) turnover in 2016 is 278.51 times; shorter ti201EBiwith 416.07 times. As a result, Days
of Sales outstanding in 2016 is 1.31 days and in 2015 isday8with 1.07 days in 2014 and 1.2 days in 2013 (quite
constant during years). This proves a stable maintenance of ability to cetletables. Besides, the number of sales
outstanding of MWG is lower than its average peers indeed. (with 1% idag016 and 14 days in 2015)his
comparison could lead to the implications that MW@ pplying strict credit policy which may hamperes.

Inventory (Stock) turnover in 2016 is 5.23 times lower than in 20t 5.98 times. Consequently, numbers of
day inventory on hand in 2016 is 69.8 days higher tha®96@ays in 2015. (low development in inventory management
system). However, the average inventory turnover of industmg [i@2016 is 5 times and 6 times higher than the figure
of MWG; as a result, the average number of inventory on hand of indestrg im 2016 is 69 days lower than 69.8
days.In respect of numbers of day inventory oantl, MWG'’s operation is quite good and inventory management
system of MWG is at good rate.

Payables (Creditor) turnover in 2016 is 11.25 times shorter thanli &idh 14.45 times. As a consequence,
number of day payables in 2016 is 32.46 days higher than #88y&70f 2015. This trend proves the improvement in
cash flow management of MWG and better financial conditBesides, in comparison with the average figures of
industry peers (38 days in 2016 and 31 days in 2015), MWG s working capital management is in good condition

Cash Conversion Cycle= Days of sales outstanding + Days of inyemtdrand- Number of days of payables.

As a resultcash conversion cycle of MWG in 2016 38.65 days, higher than 36.6 days in 2015. This shows a
downturn in the speed that MWG could convert its products into casigthisalesMoreover, in comparison with the
average industry peers (46 days in 2016 and in 20ttb44 days), cash conversion cycle of MWG igood condition
as well.

Working capital turnover of MWG in 2016 is 35 times, higher than 18.1 times in 2015, which shows an
improvement in working capital management system of M\Biéides, in comparison with average industry péats
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17.86 days in 2016 and 24.42 days in 2015), worlkiagital management system of MWG is still far beydhe
expectation.

Overall, activity ratios of MWG implies that the credit policy MWG applying is quite strict, which may hamper
sales. Besides, although numbers of day inventorywdiand of the company is quite good, and inventorpnanagement
system of MWG is at good rate. MWG’s working capital management is in good condition. As a result, cash
conversion cycle of MWG is in good condition as wklFurthermore, working capital management of MWG is
superior.

Secondly, it is liquidity ratio.

Current Ratio of MWG in 2016 is 1.12 times; lower than in 2015 with 1.29imes. This trend proves the
downturn in the firm’s market liquidity and ability to meet creditor’s demands although the ratios are quite good.
(higher than 1However, compared with the average industry peavgh(1.13 times in 2016 and 1.26 times in 2015),
the short-term liquidity condition of MWG is good@d acceptable, which proves a healthy business.

Quick ratio of MWG in 2016 is 0.26 times, same as in 2015 with ®.2imes. A stability in liquidity was
marked from 2015 to 2016. Moreover, in comparison with theagreeindustry peers (with 0.47 times in 2016 and 0.47
times in 2015), liquidity situation of MWG is still far below; however; iultbbe acceptable albeit for lower than 1
values.

In general, liquidity ratios of the company reflect the good and acceptable liquidity corition of MWG
which proves a healthy business.

Third is solvency ratios.

Debt-to-equity ratio in 2016 of MWG is 124.67% strongly higher than in 2015 with 8856%; which signifies
that in 2015, large majority of debt used to finance its assets mostly occupied 124.67% of the shareholders’ equity,
higher than in 2015. The figure is extremely as same as the avedagérynpeers ( at 130% in 2016), which may
implies a normal solvency status for MWG.

Interest coverage in 2016 of MWG is 17.77 times; lower than 36.@8es in 2015, whichshow a decrease in
debt management system of MWG. However, in comparison with thagevérdustry peer figures in 2016 (at 9.85
times) and 17.33 times in 2015, the debt management system of MWilGaisgood condition.

Overall, MWG could have the potential solvency risk albeit for the current goddndetlagement system.

Fourth is profitability ratios.

Net profit margin of MWG in 2016 is 3.54%, lower than 4.26% in 2@&mpared with the average industry
peers (at 3.707% in 2015 and 3.53% in 2016), the MWG'’s figures are positive, which marks a strong profitability of
MWG in the industry.

ROA of MWG in 2016 is 14.26%, lower than 20.09% in 2015. Haxewhen compared with the peers (at -
10.02% in 2016 and’-83% in 2015), the MWG’s figures are still very high.

Return on Equity of MWG in 2016 is 49.88%, lower than 54.16%0m5. However, when compared with the
peers (at25.27% in 2016 and 26.9% in 2015), the MWG's figures are still very high, which marks a substantial
profitability condition of the company.

Above all, MWG’s profitability ratios are still very high, which marks a substantial profitability condition of the
company.

Final assessment is cash flow analysis.

Cash Flow to revenue of MWG in 2016 -1.31%; lower than 2015 wili192, which indicates that operating cash
flow generated from revenue in 2016 is negative. From this fact, wld coderstand that MWG lacks money for
operations per revenue receivethwever, in comparison with average industry pdat<2.22% in 2016 and -0.72% in
2015), the figures of MWG is quite not good andoethe industry requirements.

Cash to income in 2016 is -29.22%, higher than in 2015 witl09%. As well as cash flow to revenue, the ratio
of cash to income in 2016 of MWG is still negative albeit for the stimqpgovement from the previous year, which
indicates that the cash generating ability of operations is Bewides, when compared with peers (at -111% 620
and-181.71% in 2015), the cash generating abilitymdmations of MWG is quite acceptable.

Debt coverage in 2016 is -5.33%, higher than in 2015 with -13.41%hvehows an improvement on debt
situation of the company. However, in comparison with the peer fig@r62% in 2016 and -6.583% in 2013)et
figure in 2016 shows that the company is in therreffinancial risk and financial leverage for toash flow from
operations per total debt.

To sum up, cash generating ability of operations of MWG is cuyréemthe problem. Having a look on the cash
flow statement of MWG in 2016, we could easily recognize the negadivue of cash flow from operations and the
positive net cash flow due to the appearance of positive financing loashahich majorly comes from money from
loans (at approximately 19,961.551billion VND) ( an increase tha® 282 billion VND in 2015).

Based on the financial analysis of MWG as above, we could figure out the gpimsiii under the investigation
of financial risk and financial leverage owing to the cash flownfraperations per total debt value and should be
investigated more clearly.

Default risk model:

As a result, the writer goes deeper by measuring the health of the firnit iSmdcommended to apply Edward 1.
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Altman’s Z-score model.
Z =1.2X1+1.4X2+3.3X3+0.6X4+1.0X5
Based on the figure calculation from financial statement, X1 (Workingi@dpotal assets) is at 0.09; X2
(Retained Earnings/Total assets) is at 0.15; X3 (EBIT/Total assets) is atX@(Market value of equity/Total
liabilities) is at 3.00 and X5 (Sales/Total assets) is at 3.00. As a result, total Z-sc& &6 at
With the final Z-score result at 5.56 scores (>3.0 scores), we could infetHeovalue that the firm is currently at
healthy status, albeit it is in the question of financial risk and financiatdge of the operating cash flows.

3.2.2.0perational risk measurement
a, Quantity of Risk

People:

The number of staff by the end of 2016 is more tB&00 employeesigher than in 2015 with 15183 persons.
Among that, the number of staffs in supermarkets accounts for tlestgrgrcentage (88%). Stood second is the staffs
of Business Development department with 1183 in 2016 versus 3B Third is of Logistics Supply chain with
more than 500 persons during 2 years.

Bonus or rewarding systenApart from contractual salary, MWG implements a wide range of salarpamnus
policies to recognize and motivate employees to stay engaged and werproductively. Finally, MWG is committed
to providing employees with a FRIENDLY, ENGAGING, PROFESSIONAL, STABLEkvag environment and a fair
opportunity for advancement.

Training MWG regularly organizes training courses such as the New Staff TrainiggaRroCombined Field
Training, Professional Development, Soft Skills Training for Call CenterstoBwer Care, TCC, E-learning as well as
special courses training for the management team, the office block.

ProcessegExecution, Delivery & Process Management)

Store OpeningsArea Managers shall cooperate with Ground Development Department to loakpfiential
place to open a store. Based on detailed analysis, Ground Development Defpsinatielecide to select the place and
continue on the upcoming procedures and transfer the place to Sales Depahaneiied by Area managers) to inform
and work with Brand Department ( in charge of goods selection, minghand dealing at best prices..) and other
related parties such as Human resources (training staffs), Marketing ( e ciiashop image management, incentive
programs), Accounting ( in charge of cashier), Administration topdete all necessary processes to open a store at an
agreed/fixed date.

The core store supervising departmesales Department (with the structure as: 1.Lowest: Store manager/ 2. Area
Manager/ 3. Regional Sales Manager/ 4. Highest: Senior Regional Sales Manager)

All departments work collaboratively in mutual supports.

Delivery system Brand department shall appoint its inferior named Logistics dept. toediribly calculations.
Central warehouses shall delivery goods nationwide. Inventory isgedrsand handled within 30 days dictated by ERP
system.

Sales and marketing campaign§IWG apply the same campaigns (banners, loudspeakers, standees, TVs,
newspaper, online advertisings, etc) nationwide for every shop at digneed

Systems( Business Disruption & Systems Failure)

Modern IT system is used to control the business systems suéiRRssystem for controlling inventory
management system (Accounting). For fresh products, the systdmaing built, Goods- prices - incentives (
Marketing), Employee Appraisal Program for Sale point ticking after woikrsh(Human resources); Hotline for
receiving prompt feedbacks from customers ( Sales & Customer sgrvices

External events(Clients, Products, and Business Practices; Damage to Physical Assets)

There are macroeconomics risk, competitive rivalry, loss of goods atpgbarsarket and risk of inventory price
decrease.

Risk assessment

People

There are currently 26000 people in MWG at the end of 2016. Petdarthe store system are suitably recruited,
well-trained and familiar with job requirements. Besides, they are weflested, got promotion or considered for
rotation every 6 months by the human resource and reward pbticy company.

Quantity of risk: low

Processes (Execution, Delivery & Process Management)

The activity consists of few control points; simple, easy to undetsativities and a relatively non-specialized
knowledge base. Moreover, extensive use of straight-through pragesih little or no manual intervention.( ERP
system). Besides, branches, operation centers and personnel operate smvibthlya local geographic area
(nationwide in Vietnam).

Quantity of risk: low
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Systems (Business Disruption & Systems Failure)

The organization’s business operations utilize industry standard networks. Moreover, MWG retains a non-Stop
level of technological innovation, and selectively implements emerging tedm®Ithat are consistent with its
business plan.

Quantity of risk: moderate

External events (Clients, Products, and Business Practices; Damage tol Apgsits)

MWG is facing the macroeconomics risk of unstable exchange rate, tégiployment rate, high inflation rate, a
decrease of consumer trust in the future. Besides, strong competitibnsother retailers are very fiercely.
Furthermore, risk of inventory price decrease has been hamperquktiatian process of the company quite far. Apart
from that, the fear of losing goods at supermarket has been anotieeoiddWG.

Quantity of risk: high

b, Company’s risk management status

Board & Senior Management Oversight & Policies, Procedures and Limits

Based on the Annual report of MWG 2016, Boards of Directors and Managerstrictly controlled and
supervised by Supervisory Board. Year 2016 is the year MWChédisiexpanding dienmayxanh chain throughout
63/63 provinces, completes the trial of mini grocery supermarket model “Bach hoa Xanh” and with the plan as above,
Boards of Directors and Managers have performed all the rules and requirements of the company’s business plans and
regulations.

Monitoring and Management Information System & Internal Control, Audit

Assumptions, data resources, and procedures used for monitoring espriapg adequately documented, and
tested for reliability. Operational risk is systematically identified and assessedtidthpt least annually by supervisory
board. Supervising and evaluating commitments of all departments sagkemarkets/stores are conducted (including
promotional expense management procedures, business cost managerezhires, store management procedures,
business process management at supermarkets, inventory and mshatosupermarkets, cost of renting business
premises control process, procedure to control the use of loanspriBupmand consulting in building up IT and
monitoring systems of the company are implemented. Besides, External Audit Company’s team has already been
assessed for education levels, skills and resources and effectiveness asdreashErnst & Young Vietnam Co., Ltd
by Supervisory Board.

Quantity of risk: strong

3.2.3.Whole reflection of every risk occurrence and assesnt

Based on the different risk measurement results as above, the writdrliketio put them into the one table with
different measurement levels for every risk measured.

PROBABILITY ¢~

Frequent

Possible

Occasional

FR;OR2;0
Remote R1

Improbable

CONSEQUENCES

Negligible | | Marginal | | Significant | | Critical Catastrophic
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Note:

FR: Financial Risk (Credit Risk)
OR1: Operational Risk 4 People Risk
OR2: Operational Risk 2 Process Risk Acceptable Risks
OR3: Operational Risk 3 System Risk —
OR4: Operational Risk 4 Event Risk

Conditionally acceptable Risks

. Risks not acceptable

Based on the analysis above of Financial Risk and Operational Risks, theassiésses and selects Operational
Risk 4— Event Risk for impact of macroeconomics on the current operaftidWiG and its competitive rivalry to go
deeper and look for recommendations to soften this issue.

3.3.Solutions and suggestions to improve risk managemeat the firm

High Quantity

High Exposure Strong RM Process

High Quantity OPERATIONAL
Weak RM Process RISK (EVENTS)
Weak RM Process Strong RM Process
Low Quantity LO\IQ/ Quantity
Weak RM Process Weak RM Process

Low Exposure

Since the risk is assessed as high exposure but under the controllingo$tatteng risk management, the
strategies to suggest recommendations should be as follows.

v Confirm risk assessment

v Rely on internal measures

v' Modified on-site procedures targeting specific areas

Due to the fact that we have already realised the risk of the economy’s macroeconomics (unstable exchange risk,
high unemployment rate, high inflation rate, a decrease of consursemtithe future), fierce competitions with other
retailers, fear of inventory price decrease, losing goods at supetmaik a must that MWG should follow the above
recommendations. More apparently, MWG should set up its strategies byaimiam the current growth of
thegioididong.com chain, focusing on Dienmayxanh.com in 200¥8-2and switching to Bach hoa xanh from 2018 and
developing Vuivui.com in the long-term.

Maintaining the current growth of thegioididong.com chain

Reasonable strategy has generated strong growth over the past periceleBg tf 2016, the thegioididong.com
chain has reached 951 stores, increasing its market share in mobile froomex% in 2015 to 36% in 2016, the
market share in the laptop segment has increased sharply from 9.1%5ito288.3% in 2016. It can be seen that the
strategy of MWG to gain market share from small retailers is completely reasamablket share of MWG continues
to increase year by year. While the market share of small shops hasiekng

However, growth began to slow down. Revenue per store of tHilging is on the downward trend, which
results in lower revenue growth compared to the growth of the nuofbstores. In 2016, thegioididong's sales
increased 49% while the number of stores increased to 69%.

Focusing on Dienmayxanh.com in 2017 -2018

The electronics market now has many similarities with the mobile market about ¢larseago, with retail stores
accounting for more than 50%. At present, the market share of the electataitsector is still largely in traditional
stores with the habit of buying traditional electronic appliances of Viethamese moM&/G continues its strategy to
exploit the market share of electrical appliances from the traditional stores with Diexiaviychain.

Dien May Xanh.com steps into the thriving phase with a strategy of gaimanket share from traditional retail
stores. The chain started operating in 2011, but it is not until 2015 thatigigemarket chain will really begin to focus
on development investment. A Dien May Xanh shop is smaller than other elexirentres (800-1,000 m2 per store)
because the MWG's strategy is to break down and distribute the eatketnmstead of focusing on super Big market.
With the presence of the mini green line (300-400m2 / store), the MWi Wapenetrate more deeply into residential
areas and expand to other areas outside the centres.
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Dien May Xanh is more advantageous than the main competitors are traditional atoreasbnable price ,
service quality and scale advantages. In the long run this strategyeai# @ brand in consumer perception and change
the habit of buying traditional electronics and currently replace thegioiglicdom to become the head of growth for
20172018.

Foster Bach hoa xanh from 2018

Bach Hoa Xanh is developed under the model of the successful Alfarpartreuket chain in Indonesia. The
segment that the model targets is the acquisition of market share fratmorieddnarkets and grocery stores (including
large and small retailers), which account for 76% of Vietnam's $ 70 bikitail market share.This is a smart and
reasonable choice because this segment has no major competitors yet. AsBagsthiba xanh is compatible with the
MWG's small business and extensive business intelligence capabilities.

Bach Hoa Xanh model is being tested and showing initial results. Acgdadthe plan, the MWG will only open
20 stores in 2016, but by November 2016 the number of star®opened up to 40 stores. The average monthly
revenue per store has reached $ 1.2 billion by November 2016, exgdeziaveragerevenue plan. By 2017, plans to
develop Bach Hoa Xanh will continue as planned. MWG will build a warehouse systaanage the goods flow with
the management system to manage the cost of the chain. Profit nzdogigsvith EBITDA will be the key indicators
MWG needs to assess with Bach Hoa Xanh in 2017. By 2018, thel mdbbe replicated and deployed across the
country.

Long-term prospect— develop Vuivui.com

Vuivui.com is an online shopping / shopping site developed entire\W{5 to direct access to the online sales
segment. Accordingly, Vuivui.com is being further developed in paraitbl the current operation. This will be the
next strategy of MWG following the development of BaababKanh. Accordingly, it will take at least 2 or 3 years for
the new online trading segment to really see significant changegraddally shape into the MWG business model.
However, when compared to other service websites, MWG is also in a singiaomdirmly with 16 million hits per
month for Thegioididong, second only to Lazada in terms of traffierefore, MWG is fully experienced in the field of
online sales as well as web site development and operation and logistical devefopthese activities.

4. Conclusion

The study has shown the operational risk (event risk), which setealcurrent difficulties of MWG. MWG is
now facing the downturn of macroeconomics, competitive rivalrgiecrease in inventory price and loss of goods in
supermarkets. As a result, the writer proposes the suggested solutions forabevesks:

v/ Maintaining the current growth of thegioididong.comicha

v Focusing on Dienmayxanh.com in 202018

v Foster Bach hoa xanh from 2018

v Long-term prospect develop Vuivui.com

To sum up, although Mobile World Corporation has big risks, msttmdolve the issues of the company always
prove its outstanding operations and performances to make prepafatidrandling unexpected events in the short-
term and long-term future. And this story should be learned for angamies from now on.
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ABSTRACT

This paper mainly concentrates on examining the impact of monetéicy pn income inequality in Vietnam frorn
1995 to 2014. In our study, monetary policy is represented byrtiveth rates of money supply and policy rates of
State Bank of Vietnam (SBV), while income inequality is measured by Ginficeafs. The results of VAR mode
show that monetary policy has a small and lagged effect on incomaalitggBesides monetary policy, inflation
also found to have a significant impact on income inequality, whileaeoir growth and unemployment ha
insignificant effect on this variable. Based on these findings, weestititat the SBV should pay more attention at
inequality consequences caused by its monetary policy as well asuijes and challenges arised from the Indust
Renovation when implementing monetary policy.

Keywords: income inequality, industrial innovation, monetary policy

1. Introduction
1.1.The trend of inequality in Vietham

Vietnam has experienced rapid economic growth in the last 30 years, cliz@ddbgrrising average incomes and
a significant fall in the number of people living in poverty. Howetlggre is now a growing gap between rich and poor
in Vietham. According to the Standardized World Income Inequality Database gWHe Gini coefficient (ratio of
the area between the actual income distribution curve and the limefettpincome equality over the total area under
the line of perfect income equality) increased from 40.1 to 42.2i82kyear period from 1992 to 2014, indicating that

income inequality rose in that period.

S~ ——
2000 -
-

Income share of the bottam 40% — Palma Ratla ouius § aal } t - Midd ot '  —
laar | as die a

(a) (b)

Fig. 1. (a) Changes in Income Inequality in Vietham1992 to 2012; (b) Per Capita Income, by Income
Quintiles, 2004 to 2014
Source: Oxfam (2017)
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Moreover, as Oxfam (2017) reported, between 1992 and 2012, tha Rdion(which measures the ratio between
the income share of the top 10 percent to the bottom 40 percent) incrgaiségdrcent, mostly driven by a decline in
the income share of the bottom 40 percent of the population (Figureid)in@iitated that the poorest sections of the
population have not benefited as much as the rest. Furthermore, the tilistrdfithe benefits of growth has become
more unequal in recent years. In other words, income distributiobd®s increasingly polarizing over time. While
there are small income differences between the first four quintilég afistribution (the bottom 80 percent), there is a
large gap between these and the richest quintile (the top 20 percdrtt)isagap has been widening since 2004 (Figure
2).

1.2.Monetary policy and inequality in Vietnam

Monetary policy involves the use of monetary instruments to regulaeomrol the volume, the cost, the
availability and the direction of money and credit in an economy to acki@wme macroeconomic objectives such as
price stability, full employment and sustainable economic growth (Misiaa3). In Vietham, monetary policy is
implemented by the State Bank of Vietham (SBV). According to th@ 2@ on the SBV, its monetary policy aims at
“currency value stability which is denoted by the inflation rate and decisions on the use of tools and measures to obtain
the set objective”. In other words, the main objective of the SBV’s monetary policy is to stabilize currency’s value and
control inflation rate. Furthermore, the SBV announces annual targetgabliquidity (M2) and credit to the economy
and uses monetary instruments including direct instruments (i.engsetedit growth limitation, applying ceilling
interest rates, and stipulating lending rates in prioritized areas) and indirect instrneentsserve requirements,
refinancing policy and open market operations) to achieve this target.

Based on the Layit can be seen that addressing inequality is not a direct objective of the SBV’s monetary policy.
However, in pursuing its macroeconomic objectives, the instrumeet$ g the SBV might potentially affect
inequality. According to Furceri et al (2016), the effect of monetalicy on inequality is ambiguous as the
guantitative importance of different transmission channels can result incitsage or decrease. For example,
expansionary monetary policy can increase inequality by boosting inflationvasif@ome households tend to hold
more liquid assets and thus tend to be influenced more by inflatiotheDother hand, expansionary monetary policy
lowers interest rates which will benefit borrowergenerally those less wealthy, therefore it can reduce inequality.

1.3.The Industrial Revolution 4.0

The Industrial Revolution 4.0 is a name for the current trend tohaation and data exchange in manufacturing
technologies including cyber-physical systems, the Internet of thit@s] computing and cognitive computing. It is
characterized by a fusion of technologies that is blurring the lines betheg@ysical, digital, and biological spheres.
With the power of changing the whole world, the Industrial Retiaiu4.0 is expected to significantly affect inequality
and monetary policy in different countries, including Vietnam.

Firstly, the Industrial Revolution 4.0 raises a concern associated withalitggAccording to Schwab (2016), the
largest beneficiaries of innovation tend to be the providers of intellectual laysic@ capital- the innovators,
shareholders, and investersvhich explains the rising gap in wealth and income between themtlagics who depend
on capital versus labor. Technology is therefore one of the mainneeadwy incomes have stagnated, or even
decreased, for a majority of the population in high-income countriesdeheand for highly skilled workers has
increased while the demand for workers with less education and loWl®hak decreased.

Secondly, new financial technologies (FinTech) like electronic money, digitalngardgcowd funding platforms,
or distributed ledger technology are reshaping the financial sector by chamgitypes of financial services available,
including who can access them, and how. Furthermore, financialations might also influence the ability of central
banks to implement monetary policy effectively and safeguard diabstability. In particular, financial innovations
may reduce the demand for banknotes and banks’ deposits and thus, require a review of monetary policy transmission
methods. FinTech applications also raise new issues for the measurementetdiry aggregates, since an increasing
portion of financial transactions are counted outside established banks.

To summarize, inequality iVietnam has been increasing for the last two decades, while the SBV’s monetary
policy is expected to potentially impact inequality. Moreover, Vietnam is atotlve gate of the Industrial Revolution
4.0 which considerably affects both variables. Therefore, it is impgddaanalyze the relationship between monetary
policy and inequality with the consideration of the revolutionhis paper, we first review some research on the link
between monetary policy and inequality in different countries. After thatjeseribe our data, model and results on
this issue. We then discuss these results and finally come up withireptizations for Vietnam in the context of the
Industrial Revolution.
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2. Literature Review
2.1.The relationship between monetary policy and inequlity

Monetary policy usually refers to central banks’ actions to achieve specified targets, for example maximum
employment, stable prices, and moderate long-term interest rates. A number etfadhkechannels have been proposed
by which monetary policy might influence inequality. However, enaf them provides a clear answer of the
relationship because each depends on the distribution of population chstiastarnd the association with different
types of income as well as assets and liabilities.

Nakajima (2015) and Amaral (2017) analyzed the relationship between nyopeliay and inequality in theory
and suggested relatively similar channels through which monetary paility affect inequality. These channels could
be described as following:

(i) Inflation tax channel: Expected inflation acts as a regressive consumption tax which disproptetyoerode
the purchasing power of lower-income households who hold a legion of their assets in cash, thereby increasing
inequality.

(ii) Savings redistribution channet Increases in unexpected inflation reduce the real value of nomgwdt asd
liabilities, making borrowers better off at the expense of lenders, betaiseal value of nominal debts declines.
Therefore, the effect of monetary policy on inequality depends on hese tissets are distributed across the population.

(i) Interest rate exposure channel Declines in real interest rates increases financial asset prices because the
interest rate used to discount future cash flows reduces. Net sawers wbalth is concentrated in short-duration assets
(like CDs or T-bills) and net borrowers whose liabilities are of relativehg{duration (like fixed-rate mortgages)
benefit from expansionary monetary policy, since it decreases real int@test ©n the contrary, net savers whose
wealth is concentrated in long-duration assets (like Treasure bondg)f axed borrowers whose liabilities are of
relatively short-duration (like adjustable-rate mortgages) lose as real intetestreduce. However, the effect of
monetary policy on inequality also depends on the distribution of these assétbéities across the population.

(iv) Eamings heterogeneity channel Changes in monetary policy might differently affect labor earnings,
depending on where a household is in the earnings distribution. Whilengsaiat the bottom of the distribution are
mainly influenced by changes in working hours and unenmpéoy rate, earnings at the top are mainly influenced by
changes in hourly wages. Therefore, monetary policy which afféxtse variables differently might produce
redistributive income effects.

(v) Income composition channel Households’ incomes are contributed by different sources, e.g. business and
capital income, labor income and transfer income (like unemployment benedit$).of these sources might respond
differently to changes in monetary policy. Therefore, monetary palight create different impacts on different class
of population, or inequality.

2.2.Empirical evidence

Since there is no clear implication on the effects of monetary policeanthempirical evidence on these effects
is still limited and inconclusive.

With the focus on labor market, Carpenter and Rodgers (2004) idenkiGeeffects of monetary policy on the
labor market outcomes of several population groups including teenagetsijties, outef-school youth, and less-
skilled individuals in the United States from 1948 to 2002. By using A& ADL models, the authors indicated that
the employment-population ratios of minorities and less-skilled are moséigeno contractionary monetary policy
which increases unemployment rate. Furthermore, contractionary mopetiggyalso has a disproportionate effect on
the unemployment rate of teenagers, especiallyobathool and African American teenagers. These findings imply
that monetary policy has a considerable effect on inequality throughrtesket in the United States.

Focusing on inflation and the redistribution of nominal wealth, DoepkeSahdeider (2006) investigated the
effects of inflation through changes in the value of nominal assgtsloBumenting nominal asset positions in the
United States across population groups, as well as estimating the wealth rgdistrdaused by moderate inflation
episode, the authors found that the main losers from inflation arelithouseholds and the major bondholders, while
the main winners are young, middle-class households with fixedwatigage debt. Besides transferring resources
from the old to the young, the authors suggested even moderate inffayolead to significant redistribution of wealth
in the economy. Although this study did not mention the effectaasfetary policy on inequality, but it contributed to
the literature by assessing the effect of inflation on redistributingnadmwvealth, which is later considered as inflation
tax channel.

Based on the difference between income and wealth, empirical research on eqigdiit focus on income
inequality, wealth inequality, or both.

Coinbion et al (2016) studied the effects and historical contributiomoofetary policy shocks to consumption and
income inequality in the United States since 1980. In this paper, they used the mettedolpgevby Romer and Romer
(2004), which measures monetary policy shocks by changes in tle¢ Eaderal Funds rate at each FOMC meeting
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from 1969 to 1996, and extended the dataset until 2008. To measuralilgedfoe authors used Gini coefficients of
levels, cross-sectional standard deviations of log levels, and differences betweluahgyercentiles of the cross-
sectional distribution of log levels. They found that monetary shoclgbtrsignificantly affect cyclical variation in
income and consumption inequality. Moreover, contractionary monet#ioy pystematically increases inequality in
labor earnings, total income, consumption and total expenditures. This pwiatvois similar to Furceri et al (2016).
They also used Gini coefficients as the measure of income inequalityollmwed Auerbach and Gorodnichenko
(2013) to measure monetary policy shocks. In particular, they weehigthe forecast error of the policy rates (i.e. the
difference between the actual policy rate and the rate expected by analysssafme year), and then regressed for
each country the forecast errors of the policy rates on similarly comfowezdst errors of inflation and output growth
to get the residual which captures exogenous monetary policy shocks.ifgytlis dataset of 32 advanced and
emerging market countries over the perio®@®2013, the authors also found that contractionary monetary policy
increases income inequality. However, their new finding is the effe@ndspon the type of shocks, the state of the
business cycle, the share of labor income and redistribution policies. tioujaay the effect is larger for positive
monetary policy shocks, especially during expansions and for counttiesigher labor share of income and smaller
redistribution policies. Furthermore, the authors contributed to the literature dpgssing that unexpected increases in
policy rates increase inequality, while the oposite is true for changes in maésydriven by economic growth.

Choosing another type of inequality, Domanski et al (2016) aedlthe potential effect of monetary policy on
wealth inequality through its impact on interest rates and asset prices. In this paper, iwealthlity is measured as
the ratio of the net wealth of richer to poorer households, while mgrgaéicy is represented by changes in interest
rates and asset prices. By exploring the recent evolution of household wegjthality in advanced economies,
particularly valuation effects on household assets and liabilities, the afdhadsthat rising equity prices are the key
driver of wealth inequality, while low interest rates and rising bond priaes h neglibible impact on this variable.
Therefore, expansionary monetary policy which boosted equity prices is suggesimgase wealth inequality.

Other research conducted by Bivens (2015) and O’Farrell et al (2016) targets inequality in general. By comparing
the distributional consequences of Fed monetary policy, Bivens (2015) argued that the Fed’s very low interest rates and
large-scale asset purchases attempt to push the economy closer to lfwieemp, and thus redudeequality. In other
word, the Fed’s expansionary monetary policy can lower inequality by moving the economy to potential output.

With a larger dataset of selected advanced economies, O’Farrell et al (2016) studied the effects of monetary policy
on inequality through its impacts on returns on assets, the cost of debt semiaingsset prices. The authors found
that expansionary monetary policy has a priori ambigous and snedtsefin inequality, which is explained by cross-
country differences in the size and distribution of income and ndthwézreases in house prices generally reduce net
wealth inequality, while increases in equity and bond prices have tist@effect. In this paper, the authors also
analyzed the influence of inequality on monetary policy, i.e. higheualitg may slightly reduce the effectiveness of
expansionary monetary policy in boosting private consumption. Furtherroross-country differences in the size and
composition of household financial assets rather than in their distribatemore relevant to the effectiveness of
monetary policy.

To summarize, the literature suggests that there is a relationship between maoétaryand inequality.
However, this area is still under-researched as the direction and magnittige effect is inconclusive, and papers
mostly focus on advanced economies, particularly the United States. Thetefaantribute to the literature, we
conduct a research on the effect of monetary policy on income inequalitgtilam from 1995 to 2014.

3. Empirical Evidence of Vietham
3.1.Data

For the measurement of inequality, this paper uses Gini coefficient, fofjothie previous studies including
Coibion et al. (2012) and others. For the measurement of SBV’s monetary policy, because the impact of the SBV’s
monetary policy on the domestic economy is through both quantitypeoe channels, both money aggregate and
interest rates play important roles in monetary policy implementation of SB&tefbine, this paper employs two
measurements of monetary policy, including policy rate and momgglys which is the intermediate target in the
monetary policy conduction of the SBV. Moreover, other relevant macroecon@mables including real GDP,
inflation rate and unemployment rate are also employed.

The time-series data of real GDP (GDP) and unemployment rate (UNEMP) is coliestethé International
Financial Statistics - IFS database of IMF, while the World Development Indicatoi3l -dsitabase of World Bank
provides the data of broagoney as a proxy of money supply (MS) and Vietnam’s inflation rate (INF) is collected from
Vietnam’s General Statistics Office — GSO. Another monetary policy’s variable is policy rate, therefore the re-discount
interest rate data which is collected frone #$BV’s website is used for policy rate (PR) variable. Besides, Gini
coefficient (GINI) measures the inequality in equivalized household dibfmscome; and this data is collected from
the Standardized World Income Inequality Database (SWIID). Due to the availabilitg dfrte-series data about
Vietnam from those databases, the data of these variables is collected from 19956 to 201
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For the purpose that all input variables in VAR model are stationaryrakgigrates of these variables which are
GMS, GPR, GINF, GGDP, GUNEMP, and GGINI are generated and proved to be statidhaityatn levels through
unit root tests.

Table 1. Statistic summary of variables

GMS GPR GINF GGDP GUNEMP GGINI
Mean 0.06 0.01 0.02 0.05 0.00 0.001
Median 0.06 -0.00 0.11 0.02 -0.00 0.001
Maximum 0.37 0.65 5.79 2.95 0.55 0.005
Minimum -0.07 -0.33 -5.84 -0.03 -0.26 -0.004
Std. Dev. 0.05 0.12 1.39 0.33 0.09 0.001
Skewness 3.73 1.99 0.69 8.67 2.70 -0.55

Source: EVIEWS's calculation

3.2.Model

To assess the effect of monetary policy on inequality in Viethamp#gsr applies the Vector Autoregression
(VAR) model. The regressed variables includes the growth rates of broad mpohey rate, inflation rate, real GDP,
and Gini coefficient, as they are proved to be stationary. The Cholesky grdeMAR model is GMS, GPR, GINF,
GGDP, GUNEMP and GGINI, as the impact of monetary policy on macroecon@mables and then inequality
which can be affected by the changes in the economy. For twsumeezents of monetary policy, since the intermediate
target of SBV’s monetary policy is money supply, it has some explanatory power over policy rate of SBV. Therefore, in
the Cholesky ordering, GMS is placed at the first variable, which is follow&P and the rest of the input variables.

The lag of four periods is chosen, as recommended by the sequendified LR test and Akaike Information
Criterion (AIC) (Table 2)

Table 2. Lag Specification

Lag LogL LR FPE AlC sC HQ

0 369.1588 NA 1.92e12* -9.949557 -9.761300%  -9.874533*
1 383.6146 26.13925 3.48e12 -9.359304 -8.041506 -8.834139

2 386.8864 5.378313 8.71e12 -8.462642 -6.015301 -7.487334

3 394.2613 10.91080 2.01eil -7.678392 -4.101510 -6.252943

4 515.0817 158.8871* 2.17e12 -10.00224* -5.295816 -8.126648

5 540.8311 29.62939 3.41e12 -9.721400 -3.885435 -7.395667

6 545.7847 4.885787 1.05e11 -8.870815 -1.905308 -6.094940

* indicates lag order selected by the criterion

All inverse roots of Autoregressive (AR) characteristic polynomial arethessl (see Figure 2), proving that the
VAR model is stationary and the estimated output is considered to be reliable. Thg wélidis VAR model is also
proved through the VAR Residual Portmanteau Tests for autocorrelations anoskiedesticity Tests for cross terms
between residuals. According to these two tests, the null hypotheses pesengiutocorrelation and no cross terms
can not be rejected, proving that there is no significant relationshigd®etesiduals in this VAR model (see Table 3
and Table 4).

452



Ngoc Huong Vu, Ha Thu Le / ICYREB 2017 Proceedings

Inverse Roots of AR Characteristic Polynomial
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Fig. 2. Inverse roots of Autoregressive Characterts Polynomial

Table 3. VAR Residual Portmanteau Tests for Autocaelations

Lags Q-Stat Prob. Adj Q-Stat Prob. df
1 11.79530 NA* 11.95470 NA* NA*
2 14.72839 NA* 14.96814 NA* NA*
3 22.11115 NA* 22.65852 NA* NA*
4 63.22040 NA* 66.08379 NA* NA*
5 87.02113 0.0000 91.58456 0.0000 36
6 99.59595 0.0173 105.2529 0.0065 72
7 113.6083 0.3371 120.7077 0.1900 108
8 207.7158 0.0004 226.0518 0.0000 144
9 227.0619 0.0100 248.0360 0.0006 180
10 238.2398 0.1429 260.9336 0.0197 216
11 251.7887 0.4919 276.8113 0.1356 252

*The test is valid only for lags larger than theR/fag order.
Table 4. VAR Residual Heteroskedasticity Tests

Joint test:
Chi-sq Df Prob.
1015.252 1008 0.4302

3.3.Limitations
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Although the necessary tests are conducted and prove the validitg &AR model, this empirical model has
some limitations due to some difficulties regarding to data availability. Fasterfor VAR model, the applied time-
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series data is required to be long tiseeies data which contain many observations. Moreover, due to the Vietnam’s

annual data availability from 1995 to 2014, the total number of obsersafid?0, which is not enough to assure the
validity of the VAR model. Therefore, to handle with these difficulties, thia ds re-estimated and rearranged into
quarterly data. Besides, the Census X12 seasonal adjustment method is la@slot@agopport for the smoothness of
regressed time-series data. Despite of the mentioned limitations related to deaafiditlyeo¥ this VAR model has been

proved through various tests and the results which are produceds BYAR model is considered to be reliable and

ready to be used for further discussions.

3.4.Discussion
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Fig. 3. Reponses of GINI to the shocks of other viable

Table 5. Variance Decomposition of GGINI

S

Period S.E. GMS GPR GINF GGDP GUNEMP GGINI
1 0.001152 8.570176 3.303716 6.642606 0.153031 14.97357 66.35690
2 0.001196 9.000650 4.903410 6.663271 0.611450 13.99352 64.82770
3 0.001217 9.506789 5.191245 6.485867 0.843330 13.77615 64.1962
4 0.001255 9.741209 8.711422 6.133549 1.154502 12.96761 61.29171
5 0.001404 13.62650 10.64537 7.784165 0.980481 13.41591 53.54757
6 0.001423 14.27244 10.62529 7.724471 0.955465 13.13294 53.28940
7 0.001430 14.68455 10.53%5 7.649701 0.960090 13.09956 53.07555
8 0.001433 14.65776 10.48231 7.812993 0.958665 13.21968 52.86858
9 0.001457 15.05630 10.14284 7.582225 0.927822 14.52238 51.76843
10 0.001461 15.19834 10.09992 7.595636 0.967327 14.51227 51.62652

First of all, we found the impact of monetary policy on inequality intnde. Specifically, the impulse response
function of GGINI to GMS is always above zero-line while the impulse respmstion of GGINI to GPR is

fluctuated around the zettre, showing a relatively weak effect of policy rate on inequality than money supply’s on
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this social issue. Indeed, while GMS is responsible for about 15% of émgetn GGINI, GPR explains only about
10% of the change of this variable, according to Table 5. Both Variance pesition Computation and Impulse
Response which are produced from the VAR model show the lagget @ffemnetary policy on inequality, as the
proportion of the GGINI’s fluctuation which is due to the shocks of two monetary policy measurements is greater for
further periods. Moreover, the positive impact of money supplynequality, which can be observed through the
impulse response of GGINI to GMS, can be explained by the inflation taxelhamsenting the impact of monetary
policy on inequality. In particular, as the intermediate target in monetary poiidtgmentation of SBV, the increase of
money supply generally announces an expansionary monetary policy in Vietnam’s economy. This action of expanding
money supply enhances inflation in the domestic economy. Thufedhaality is increased, as the negative effect of
inflation is relatively stronger on poor people. Therefore, the imphehanetary policy on inequality is shown
significantly through inflation.

Secondly, the impact of inflation on inequality in Vietnam is stallé quite significant, as shown by the
evidence from the Variance Decomposition. According to this table, the inflation rate of Vietnam’s economy always
explain around 6% and 7% of the change in income inequality of Vietnaneegdep According to the Impulse
Response of GGINI to GINF, the increase in inflation rate promotes the increaserire inequality of Viethnam which
is presented by the Gini coefficient, as the impulse response graph is alwagstabaero-line. Practically, inflation
decreases the real incomes of all individuals in the economy throaggasing the prices of consumption goods and
services. However, it can also be seen that the poor people spend relativelyplapgetion of their incomes in
consumption and hold a relatively larger fraction of their assets in caslthéhaicher people do. This fact shows that
the dampening effect of inflation is stronger on the poorer people’s real income compared to the real incomes of richer
people, which increases the income inequality in society. This ms\ltms the importance of inflation tax channel in
the impact of monetary policy on inequality in Vietham.

Thirdly, we do not found the strong evidence on the effect of@omngrowth (GDP growth rate) on inequality.
Specifically, according to Variance Decomposition analysis, GGDP is responsildalyoapproximately 1% of the
change of income inequality in Vietham. The growth of global econdmyughout these years is along with the
development of technology, in which the industrial innovation 4.0eismbst noticed. The rapid development of the
high technology increases the inequality in the society, as the peoplarevhble to access these technology and also
the middle income class or higher will get more benefit, while the low incomewlassisually do not have many
chances to approach the high technology will get less benefit. Therefore,eiralgeinere is a positive relationship
between economic gmah and inequality. However, the rapid economic growth that Vietnam’s economy has been
experiencing throughout these years is mainly based on thehgobwivested capital. One of the main capital sources
in Vietnam is foreign direct investment (FDI) which promotes the employofdatv income people and thus increase
the income of this class. In short, the economic growth in Vietnam ixlfoot to have strong effect on the income
inequality.

Fourthly, GUNEMP is responsible for about 14% of the change in GGINI, shothe significant impact of
unemployment rate on the income inequality in Vietnam. Indeed, wheere¢bnomy experiences an increased
unemployment rate, the less skilled-labor who are also the poorer people ip gdltie¢ unemployed first and suffer
more than the skilled-labor who are usually the richer people. Thimfdats the gap between the rich and poor people
in society greater. Therefore, both practical fact and empirical evidence showbrtance of unemployment in
causing ineqality. Indeed, according to the VAR model’s results, the explanatory power of GUNEMP over GGINI is
only less than the impact of GGINI on itself, which is estimatedetoolbighly 66% in the first period and gradually
decreased in the following periods.

4. Conclusion and implications

This paper has revealed the relationship between monetary policy and inconaditinéggvietnam from 1992 to
2014 and found that monetary policy has a small and lagged effect omeimeequality. This finding is consistent with
the majority of previous studies including Coinbion et al (2016), Furceri et al (2016), and O’Farrell et al (2016). Besides
monetary policy, inflation is also found to have a significant impaéhomme inequality, while economic growth and
unemployment have insignificant effect on this variable.

From these findings, some implications have been made. Firstly, sincetamomolicy is found to have a
potential effect on income inequality, the SBV should pay more attention etetipgality consequences caused by its
monetary policy. Decisions regarding the redistribution of income or indoen@ality are usually considered to be the
province of fiscal policy. However, it might be impossible to avoid tlesesequences of monetary policy. If these
effects are relatively small compared with the ways in which monetdigy pdfects all segments of the population
equally, these consequences might be less of a concern. Nevertheless,ynpmolietamakers should consider these
effects carefully so that their policy will not exacerbate income inequalithefur Secondly, since the Industrial
Renovation 4.0 might have potential effects on monetary policy and encmyquality in Vietnam, it might also change
the way monetary policy affects income inequality. Therefore, the SBMIcstmarefully assess opportunities and
challenges arised from the Industrial Renovation when implementingtargrpolicy.
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ABSTRACT

This study focuses on how firms decide debt maturity (DM)ctdre given certain levels of financial constraintg
Vietnamese context. Our findings provide strong evidence showing thataioedtfirms suffer more from liquidity
risk and information asymmetry, while unconstrained firms with ge&orfinancial profiles are better equipped
withstand both of these frictions effectively. Both groups demnatesstrong interest in reducing agency cost assoc
with high ratios of long-term debt. Our evidence is therefore quite consigténEtephan et al. (2011) for Ukrainig
firms, but indicates a major divergence from Zhao (2014) forikb&f Our findings imply that for an emerging mark
like Vietnam, firms with more constraints act more appropriately to takentéalye of the benefits of DM structure.

Keywords: DM structure, quantile regression, Oaxaca-Blinder decompaosition

1. Introduction

Several studies oBM structure have analyzed the impact of firm-level factors (seextmmple, Barclay and
Smith (1995) and Costa et al. (2014)) and macroeconomic factare{@l. (2008) and Lemma and Negash (2012)),
using static models. Other studies focus on the dynamic dimensicettitigghe process of adjusting & structure
to its optimal level (Deesomsak et al., 2009; Matues and Terra, 2013)vetpwempared to capital structure decisions
DM structure choices have received less attention.

Vietnamese firms in general employ shbBi¥ structure (high ratios of short term debt to total debt) (Tran &
Nguyen, 2017; Ngo & Pham, 2015). Natural questions are raised: Islufigo the high liquidity risk, thus low
creditworthiness, or other reasons? Is it always advisable to incregsteten debt usage as stated in Tran and Nguyen
(2017)? Those questions may have general implications in emergikgtsar

Almost all extant researches rely on the assumption of constant impaeteoinghants on th®M across the
regressant distribution. Zhao (2014), however, suggests that aaaddowDM structures, the impact of determinants
differ due to dissimilar influences of liquidity risk and agencyt.c@gith high ratios of short-term debt to total debt
firms are exposed to high liquidity risk, while with loBdV agency costs tend to be more severe. With high liquidity
risk, firms with abundant investment opportunities may have totrastwng-term debt rather than short-term debt as
Myers (1977) predicted. The same argument applies in case ofgdaghyacosts caused by loBd/ structure. So, it is
not always desirable to increase long-term debt, especially when firms aleaadiphgDM structure.

With Zhao (2014)’s approach, we can empirically verify which friction firms do concern more: liquidity risk or
agency cost. Following Zhao (2014)’s approach we can test which motive remains persistent in deciding DM structure,
even at high liquidity risk/agency cost. These two frictions are more liketyanifest in developing countries, whereas
Zhao (2014) only investigate US firmBesides, a firm’s DM structure is not always at its average value, and at times
can be extremely short or long. Therefore, studies of determinansgleong the short or lon®M structure in
emerging markets are guaranteed.

Moreover, firms in developing countries are prone to financial constraiatsodiledgling financial markets and
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inadequate institutions. The financial constraints lead to firms having diffeMrstrategies (Stephan et al., 2011; Ngo
and Pham, 2015). The difference in two firms’ groups classsified based on level of financial constraints could be due to

the difference in the value of characteristics or the “explained” part (such as size, growth opportunities), or due to the
difference in awareness of the importance of characteristics (the “unexplained” part). Previous studies only show that
firms with different levels of constraints use different DM, but ndeeided to decompose the differentials to see in
more detail the contribution of each characteristic (in terms of both averagearalucoefficient) in explaining the
variance of DM.

This study will first employ quantile regression to analyze the varinmgacts of determinants across DM
distribution of listed firms in Vietnam. In adopting this approaelg investigate whether financial constraints
exacerbate the concern over liquidity risk and/or agency costs, thusirdetinms from actively pursuing various
motives in deciding DM. We then apply Oaxaca Blinder to analyze the possides of the changing impacts of
determinants across DM distribution. According to the literature that we are afyawe are the first to employ
guantile regression to analyZ¥M structure for emerging markets and first to apply a deconmpogitchnique to
evaluate the contributors towards the differencBlih structure between two firm groups.

2. Literature review
2.1.Theoretical background
2.1.1.Theories orDM structure

Agency cost theory predicts that firms use more short-term debitigat® agency costs (Myers, 1977). This is
because short-term debt facilitates lenders to observe more frequendlyretucing the information asymmetry
between firms and lenders.

Stohs and Mauer (1996) show that firms are at risk without prgsr provision to pay debt when the maturities
of debt and asset are mismatched, necessitating maturity matchingdimgetthe mentioned risk

If the interest curve is sloping upwards, firms can enhance thleie by increasing the amount of long-term debt
and vice versa (Brick and Rayi@985). Kane et al. (1985) suggest that firms should incrBaséeollowing lower
corporate tax rates, higher debt issuance cost and/or lower volatility of filme.vAs for signalling hypothesis,
Flannery (1986) argue that firms with high credit quality are more witlinborrow more short-term debt due to severe
information asymmetry.

Firms with low credit quality are prone to borrow short-term loarestdutheir high bankruptcy risk and too low
firm value (Diamond, 1991), and firms with high quality preferbtmrrow on a short-term basis due to very low
liquidity risk and the benefits of short-term debts. Graham andeyg2001) suggest that CEOs admit to borrow more
short-term debt when its rates are lower than those of long-term defhea they are waiting for the rates of long-
term debt to fall (market timing theory).

2.1.2.The impact of determinants acrd3M structure’s distribution

Theories have suggested that high (low) ratios of short-term debt talédtbequivalent to short (lon@)M
structure) are associated with different levels of liquidity risk and agsysty(Zhao, 2014). When firms have short DM
structure, even though firms wish to borrow more shortrtdebt when its rate is low or to signal their high credit
quality, they may not issue more short-term delatvibid high liquidity risk.

On the other hand, too much long-term debt can lead to high agend¢katds associated with debt overhang and
asset substitution. Therefore, even though firms have needs for lomgiédt to utilize debt tax shield or to avoid
liquidity risk, they may not borrow more long-term debt to lowesreny cost

The above arguments suggest that the response of firms may not bbedikis expectetly maturity debt theory,
especially at extremely high or low ratios of short/long-term debts.fpadts of traditional determinants are expected
to vary in terms of size or even direction, rather than being constdhleaets of short/long-term debt to total debt.

2.2.Empirical studies

The empirical studies so far are inconclusive about the impact of detatsnof®M structure. Long-term debt is
negatively associated with growth opportunities (Barclay and Smith,; 1899&des and Opler, 1996; Ozkan, 2002;
Demirguc Kunt and Maksimovic, 1999; Cai et al., 2008). Howevéer Midriable is not significant as in Antoniou et al.
(2006) and Shah and Khan (2009). Size is mostly found to haviv@dspaact on long-term debt to total debt
(Barclay and Smith, 1995; Demirguc Kunt and Maksimovic, 1999; Shdhhan, 2009), but negative in Guedes and
Opler (1996). These two variables show some inconsistence of the validdgncy theory in the literature.

The signalling theory is weak and not supported empirically irclBarand Smith (1995), Ozkan (2002) and
Antoniou et al. (2006) and Arslan and Karan (2006). Similarly, tax yhesgeives least support as this theory is
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rejected in most studies (Barclay and Smith, 1995; Ozkan, 2002; Antoniou2&08, Arslan and Karan, 2006). On the
other hand, maturity matching theory is highly supported in betteloping and developed markets (Shah and Khan,
2009; Stephan et al., 2011, Antoniou et al., 2006). Likewise, liquidikytheory is strongly advocated (Antoniou ef al.
2006 Cai et al, 2008 Orman and KoksaP015).

The above studies are based on the assumption that the impact of thendetsr remains the same across the
DM distribution. However, as mentioned earlier as firms have different canabout agency cost and liquidity risk at
different quantiles of DM structure, the impacts of determinants are not tikddg constant but change depending on
whether firms possess short or long DM structure. Zhao (2fdglsubstantiated this argument by showing empirically
the positive impact of some determinants to incréaigedwindles as DM structure switches from short to long, one
and vice versa. Up to now, only Zhao (2014) focuses on this aspéut femple of US firms.

3. Hypotheses and research methodology
3.1.Hypotheses

The determinants that are expected to be positively associated with long-teras déte, asset maturity... have
stronger impact as firms move from loBd/ to short one. On the contrary, as the rafidong-term debt is high and
agency cost is on the rise when firms switch from I@¥ to short one, the impact of size and asset maturity etc.
supposedly weakens. Consistent with Zhao (2014), we propoé$ellttwing hypotheses:

Hypothesis 1: determinants that are expected tgdmitively associated with short-term debt haversger
impacts as firms have higher long-term debt prapaost

Hypothesis 2: determinants that are expected t@dmtively associated with long-term debt have dasing
impacts as firms have higher and higher long-teetntgroportions.

Stephan et al. (2011) find that financial constraints have firms optifferetht DM strategies on average. The
constraints may be more destructive at high or low ratios of long-tebiy ds they may interact with high levels of
agency cost or liquidity risk, respectively. Considering the impadinahcial constraints, we propose the below
hypothesis:

Hypothesis 3: financial constraints change thegratbf the impact of determinants B structure.

3.2.Data

This study’s sample includes all the non-financial firms listed on both HOSE and HNX. The perioesefrch is
from 2007-2016.

3.3.Research model

Our aim is to examine the impacts of the conventional determinants oatithef long term debt to total debt
Inheriting from similar studies such as Stephan efall]), Cai et al. 200§ and Zhao (2014), we retrieve regressors to
use as in the following model:

Q& (Long_debt;) = size + growth; + asset_mat + tax; + turnover; + tang; + leverage., + term; + bankdey +
stockdey + ¢&;

Where, long_debt is the ratio of long-term debt to total debt, the main fwoXdM structure (Stephan et al.,
2011, Cai et al., 2006). Long-term debt is defined as debt that hasathetynlonger than 1 yeafQ# (Long_debt,)
indicates that this model aims to analyze the impact of regressors @rdédn depending on the quanteof the
dependent variable.

Size is measured by the logarithm of total assets, and Tang represents collateralizéhlenaasured by the
ratio of fixed assets to total assets. Asset_mat is the asset maturity, measheedabip of fixed assets to depreciation
expenses. Growth is measured by the ratio of sales growth to total assets’ growth. Tax represents tax rates, measured by
the ratio of tax due in the period to the taxable income. Leverage represents filewec@e, measured by the total
debt to total assets. Lagged leverage is employed to reduce the endogetmeignideverage aridM. Term represents
the term structure of interest rates, measured by the difference of thefriing-term debt (here 10-year treasury
bond) and those of short-term debt (two-year treasury b&atkdev is bank development, measured by the ratio of
private credit supplied by banks to GDP and Stockdev is stock developmentredeaguhe ratio of stock market
capitalization.

To test hypothesis 3, we run quantile regression for model (1hditr samples that are divided based on
financial constraints. Avoiding the criticisms of the use of single indisatorreflect constraints, we adopt the
approaches from Musso & Schiavo (2007) and Mulier et al. (2014)tisglscx financial indicators (size, profitability,
liquidity, solvency, dividend payout indicator, cash flow) to createxed. Each indicator is compared against median
value of the sample in each year, and if it is higher than median then retemed 0 otherwise. Then, we add the
value of all indicators for each firm for each year and form the inB&6 (index), with highest value being 6 and
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lowest 0. We also form more indexes by removing solvency (FC5)index removing solvency, liquidity and
profitability (FC3_index) to perform robustness check.

Table 1: Expected sign on average

Variable Expected sign Variable Expected sign
Size + turnover -
growth - tang +
asset_mat + leverage +
Tax - term -
bankdev - stockdev +

Our study employs quantile regression as Zhao (2014) to studgnpizets of determinantscross long_debt’s
distribution. Traditional methods such as OLS and GMM can only estimate thengespaf the conditional mean,
while the reaction of firms can be asymmetric due to the firms’ dissimilar concerns about liquidity risk and agency cost
at different levels of long_debt. Quantile regression helps estimate the caaiditiean response of long_debt to
changes in the covariates. Next, we employ Oaxaca-Blinder decomposition toteethkiacontributions of each
regressor towards the differentialsDi structure between two firm groups. This technique is well-kmogconomics
literature for decomposing income differentials, etc. However, its useanck literature has not been recorded in our
review, so our paper is the first to apply this technique in this capital strdiztlal.

4., Results and discussion

To save space, we only present some descriptive statistics in table 2. On deagatgrm debt only accounts
for 27.37% in total debt of Vietnamese listed firms, and sales growthabBes than that of total assets (growth < 1).
Tax rate is roughly 20% and the leverage is 23.88%, which is not tooThighdifference between short- and long-term
rates is 107 bps, and banks in Vietham provides credit that is 1.08 times GDE> market capitalization is only
22.57% of GDP on average.

Table 2 - Descriptive statistics

Variable Obs Mean Std.Dev. Min Max

dm 4019 0.2737 0.3185 0 1
size 4677 19.8527 1.4377 14.4573 25.0137
tang 4674 0.2590 0.2059 0 1.1578
growth 3698 0.8401 5.9228 -110 120
assetmat 4492 28.2516 370.8525 0 19777.06
taxmodel 4339 19.9438 29.3808 0 1353.22
turnover 4676 1.2735 1.1412 0 12.7907
lag_lev 4134 0.2388 0.1955 0 0.95
term 5670 107.5 80.7465 -20 219
bankdev 5103 108.6656 13.3176 86.86 128.35
stockdev 5670 22.569 6.3702 9.56 32.77

Table 3 presents quantile regression estimates for constrained groupefite® as those that FC6_index <2,
while unconstrained group has FC6_index >4. Size has positive effact2B86 to 75%, then loses significance at
90%, suggesting that size is a significant factor which helps mitigatenafimn asymmetry for constrained firms. This
factor loses significance at 90% (the longest maturity examined), sirgp¢hat constrained firms prefer not to use
more long-term debt when having long-term maturity to reduce agmsty Tangibility has the same pattern as size,
again manifesting the information asymmetry and agency cost proBksites, the positive significance from quantile
25% onwards implies that financially constrained firms concern about theityosk, and replace with long-term debt
when having much short-term debt.

Asset maturity is positively significant from 10% to 50%, turningégatively significant at 90%. This implies
constrained firms emphasize the principle of maturity matching, consiatiéintthe assumption that financial
constraints are associated with higher liquidity risk. However, thess fitithwish to decrease the agency cost from
having too much long-term debt (at 90% we have negative sign). Tiegadively associated witbM at median point
only, showing that firms prefer to ascertain that the remaining tax advaoftatgbt is not less than the amortized
flotation costs (Kane et al., 1985).

Signalling (turnover) is a strong motive with its negative significdnma quantiles 25% to 90%. This can be

460



Nguyen Thanh Liem, Nguyen Thi Canh, Nguyen Thi Ngaep/ ICYREB 2017 Proceedings

explained by the fact that constrained firms are those suffering frammafion asymmetry, thus signalling the credit
quality is imperative for those firms. Another strong motive is the elésireduce the cost of capital, i.e. by using more
short-term debt when it is cheaper than long-term financing. Thisr fescnegatively significant from 25% to 90%, not
at 10% where liquidity risk is of higher concern. For leverage it seems\tba for constrained firms, too high agency
cost is not preferrable and those firms are willing to shift to shari-tkabt (negative signs at 75% and 90%). Finally,
bank and stock development and growth factor are not significant at amylejua

Table 4 shows the case for financially unconstrained firms (FCéx ind). Size has negative effect but only at
90%, showing that unconstrained firms do not suffer much fréonnmation asymmetry (size is not significant at most
guantiles). However, unconstrained firms also wish to decrease agenérprokaving too much long-term debt (size
turns negative here). Tangibility follows closely the pattern of sizéheseame justification applies.

Interestingly, growth is positively associated with IdDiyl structure, rather than negatively. This implies that
for unconstrained firms, growth is not associated with asymmetriaiation.

Unconstrained firms do not seem to prioritize maturity matching, whiofanifested by wrong negative sign at
guantiles 75% and 90% (in fact this is where firms have long DM).r@taxis negatively related @M structure only
at 50%

Importantly, turnover is negatively related BM only at 90% quantile, suggesting that firms only care for
signalling when they have too much long-term debt. Besides, this im@®o to reduce the agency cost arising from
high agency cost from high ratios of long-term debt. Term is negjatassociated tOM at 75% only, suggesting that
the timing of debt issue to minimize the cost is not a concern tanstmamed firms. These firms only try to substitute
long-term debt with short-term borrowing when they owe too ntoef-term debt (so high agency cost). Again, as in
the case of constrained firms, bank and stock development do not hae eangirmDM choices.

Table 3. Quantile regression estimates for constmaed firms (FC6_index <2)

10 25 50 75 90
Coef. Std.Err Coef. Std.Err Coef. Std.Err Coef. Std.Err Coef. Std.Err
size 0.0015 0.0033 0.0146 0.0043 0.0293 0.0071 0.036 0.0135 0.0193 0.194
*kk *kk *kk
tang 0.0017 0.0234 0.2441 0.0701 0.7099 0.0633 0.8884 0.857 0.6615 0.1285
*kk *kk *kk *kk
growth -0.0002 0.0002 -0.0012 0.0008 -0.0005 0.0005 -0.0006 0.0004 -0.0008 0.0007
assetmat 0.000054 0.0000 0.0000401 0.0000 0.0000148 0.0000 0.000 0.000 -0.0000118 0.000
*kk *kk *kk *%
taxmodel 0.0000 0.0001 0.000 0.0000 -0.0001 0.0000 -0.000147 0.000 0.001 0.0039
*kk
turnover -0.0013 0.0016 -0.0191 0.0047 -0.0349 0.0069 -0.0558 0.0088 -0.10392 0.0175
*kk *kk *kk *kk
lag_lev 0.0055 0.0181 0.0384 0.0234 -0.0322 0.0411 -0.2511 0.0733 -0.7427 0.1441
*kk *kk
term 0.0000 0.0000 -0.0001271 0.0001 -0.00042 0.0001 -0.0003 0.0002 -0.001 0.0006
*% *kk * *
bankdev -0.0001 0.0005 -0.0002 0.0007 -0.0007 0.0012 0.000 0.0024 0.0024 0.0066
stockdev 0.0002 0.0011 0.0015 0.0016 0.0041 0.0030 0.0002 0.0046 0.0209 0.0151
R-sq 0.0108 0.1875 0.2047 0.2104 0.1500
No of obs 672

Table 4. Quantile regression estimates for unconstmed firms (FC6_index >4)

10 25 50 75 90
Std. Std. Std. Std.
dm Coef. Err. Coef. Err. Coef. Err. Coef. Err. Coef. Std. Err.
0.000
size 0 0.0168 0.0152 0.0146 0.0222 0.0274 -0.0139 0.0451 -0.0583612* 0.0317
0.000 0.9226966**
tang 0 0.1953 0.2200 0.1734 * 0.2814  0.6817295** 0.3474 0.2039 0.2261
0.000
growth 0 0.0095 0.0073 0.0086 0.0149718** 0.0074  0.0162078** 0.0079 0.0229 0.0170
0.000 - -
assetmatl O 0.0011 0.0001 0.0002 -0.0001 0.0002 0.0006286*** 0.0002 0.0008502*** 0.0001
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0.000
taxmodel 0 0.0033 -0.0012 0.0025 -0.0083164** 0.0041 -0.0066 0.0105 -0.0021 0.0061
0.000
turnover 0 0.0243 -0.0156 0.0457 -0.1194 0.0869 -0.2095 0.1328 -0.1089136* 0.0588
0.000 0.3862771** -
lag_lev 0 0.2467 * 0.2160 0.4269 0.3561 -0.4931 0.3263 0.7106285*** 0.2647
0.000 -
term 0 0.0003 -0.0002 0.0002 -0.0005 0.0004 0.0014963*** 0.0005 -0.0006 0.0005
0.000
bankdev 0 0.0040 -0.0024 0.0035 -0.0053 0.0058 -0.0052 0.0087 0.0024 0.0067
0.000
stockdev 0 0.0089 0.0050 0.0073 0.0148 0.0123 0.0238 0.0170 0.0054 0.0118
R-
squared 0.0835 0.1476 0.1527 0.0640
No 192

Our results are in line with Zhao (2014), which indicates intensifiedameing risk and liquidity risk in the
lower tail of theDM distribution (when firms have too much short-term debt) and thre s®vere agency cost in the
upper tail. Zhao (2014) states that firms with access to public credit martebtperform closer to the prediction by
hypotheses 1 and 2, thanks to being more financially flexible. Howewepaper suggests the opposite, and this can be
ascribed to the constrained firms in Vietham being more concerned about ligisklignd information risk than their
unconstrained peers, thus behaving closely to the prediction of hypothasds2. Meanwhile, unconstrained firms do
not have such concern and behave in a more unpredictable manner.

In summary, the above analysis shows that firms with and witfioancial constraints react differently to
liquidity risk and agency cost. However, in general constrained fiemd to appreciate liquidity risk and information
asymmetry more than unconstrained firms; meanwhile, firms withoudialaconstraints show more concern about
agency cost stemming from owing too much long-term debt. We pedinilar analysis using different measures of
financial constraints as FC5_index and FC3_index; and the resulresfatively the same, solidifying our findings.
The results related to FC5_index and FC3_index are not reported foretity lsake, but can be provided upon
requested.

4.1.Oaxaca-— Blinder decomposition results

We perform the decomposition of the differentiaDM structure between the two groups of firms divided by
financial constraints (FC6_index). Here we only discuss differences thatgaificantly different from zero. Table 5
shows that the unconstrained firms have lorigfgr than constrained counterparts, at 34.12% and 21.76% respectively.
The difference is therefore 12.36% which is significantly differeminfzero, and is decomposed into 2 parts due to the
differences in the average values and the coefficients of the variables. It is atediffénence in average value only
account for 41% of the differences (the explained part) while the varyeffjobents of the variables account for the
majority of the difference (the unexplained part).

Table 5. Oaxaca Blinder decompositior- General comparison

Coef. Std. Err. ya P>z
unconstrained 0.341178 0.0275109 12.4 0
constrained 0.2175656 0.0108338 20.08 0
Difference 0.1236125 0.0295673 4.18 0
Decomposition
Explained 0.051018 0.0163893 3.11 0.002
Unexplained 0.0725944 0.0320121 2.27 0.023

Table 6 shows the differences in the average values of factors bdtwetwmo groups (or the breakdown of
explained differences), but we only focus on the differences thatgaiéicgintly different from zero (p_value smaller
than 10%). These include size (accounting for about 20% of the exptiffexénce), tangibility (20%) and leverage
(40%), whose values are larger for unconstrained group versushdregobup. The superiority of unconstrained firms
in terms of these factors implies that these firms tend to be largeraaedniore fixed assets, so suffer less from
information asymmetry, and be more able to access long-term finatlringnstrained firms have higher leverage, and
according to liquidity risk theory higher leverage neccessitates longer magwéy, though with strong financial
profiles (fc6_index is larger than 4) those firms can shoulderlaigirage.
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Table 6. Oaxaca-Blinder decomposition - detail

Dm_explained Coef. Std.Err z P>z
Size 0.01541 0.00587 2.62 0.009
Tang 0.01231 0.00695 1.77 0.077
growth -0.00003 0.00043 -0.88 0.935
assetmat -0.00029 0.00031 -0.96 0.335
taxmodel -0.00083 0.00123 -0.67 0.501
turnover -0.00377 0.00433 -0.87 0.383
lag_lev 0.02197 0.01068 2.06 0.04
Term 0.00761 0.00475 1.6 0.109
bankdev -0.00208 0.00249 -0.84 0.404
stockdev 0.00719 0.00345 0.21 0.835
Total 0.05101 0.01638 3.11 0.002

The unexplained difference is again analyzed for the differencé® iooefficents that are not zero (table 7)
size, growth, asset maturity. Interestingly, an unconstrained firchttetborrow more long-term debt to finance the
investment (when having more growth opportunities) than theistcmined counterparts. For unconstrained firms,
having a larger scale seems to be more involved in agencyremstempire building” issue, so shortening DM as a
measure to tackle this issue is needed. Finally, constrained firms tenddcehe with the maturity matching of their
assets and debt probably due to their weaker financial conditions.

In summary, the Oaxaca-Blinder decomposition adds robust checkurtofiraings that financially
unconstrained firms care more about agency cost from high ratiosgzgferm debt. Meanwhile, constrained firms are
more prone to both agency cost, liquidity risk and information astnymT hese findings are in line with Stephan et al.
(2011) for Ukrainian firms since the authors claim that smaller firmsrénconstrained firms) are influenced by
information asymmetry and liquidity risk (so matching a$3®l; size and signalling are critical for these firms).

Table 7. Oaxaca-Blinder decomposition- detail

Dm_unexplained Coef. Std.Err Z P>z
Size -0.8366 0.4333 -1.93 0.054
Tang 0.0168 0.0489 0.34 0.731
growth 0.0164 0.0066 2.47 0.013
assetmat -0.0063 0.0030 -2.07 0.039
taxmodel -0.0819 0.0593 -1.49 0.137
turnover -0.0597 0.0469 -1.27 0.203
lag_lev 0.0312 0.0235 1.32 0.185
Term -0.0270 0.0326 -0.83 0.407
bankdev -0.1389 0.5403 -0.26 0.797
stockdev 0.1800 0.2256 0.8 0.425
_cons 0.9850 0.6391 1.54 0.123
Total 0.0725 0.0320 2.27 0.023

5. Conclusion

This paper analyzes the different behavior of financially constrainedirze@hstrained firms in terms &fM
choices in Vietnam. Our approaches include two methods: quantile regrésdiod out how firms react to the
differing levels of liquidity risk and agency cost across Eid distribution and Oaxaca Blinder decomposition to
dissect the contributors of the difference in the avekdgeof constrained and unconstrained firms.

Our findings from both methods provide strong evidence shpwhat constrained firms suffer more from
liquidity risk and information asymmetry, while unconstrained firnith stronger financial profiles are better equipped
to withstand both of these frictions effectively. Both groups ateavsstrong interest in reducing agency cost associated
with high ratios of long-term debt. Our evidence is therefore quite consigitbnBtephan et al. (2011) for Ukrainian
firms, but shows a major divergence from Zhao (2014) for UssfitOur findings suggest that for an emerging market
like Vietnam, firms with more constraints act more appropriately to takensalye of the benefits &M structure.
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ABSTRACT

Inequality-adjusted Human development index (IHDI) is a new measurement of countries’ human development with the
big advantages of considering human development with the control ofilitggqua big concern of countries. Desp
the fact that the impact of Foreign direct investment on human developagedtdwn much attention of economig
we have not found any researches using IHDI as a proxy for humelopieent, especially for Asian countries. Frg
the hope to narrow this gap, we have carried out this empirical researeheaiound that FDI did not significantl
affect human development in Asian countries in general and even iroe#uh three groups of very high, high al
medium human development countries. Moreover, FDI did raise the inequality ineinbamit helped to reduce th
inequality in education. In addition, the higher institutional quality in general did raise the countries’ human
development, and among sub-indices of institutional quality, better politicatisit and law did also lift up the hum
development levels of countries.

Keywords: Foreign Direct Investment, Inequality-adjusted Human Development Index

1. Introduction

In the context that countries worldwide make lots of efforts to fulfil targets of sustainable development,
human development (measured by human development index - Highs&lered as a more and more important factor
which countries care about. HDI is calculated with regards to three aspectxafi@guongevity and income. Until
now, the index is still the most popular, widely used measureméninaén development. However, despite these facts,
HDI has its own weakness that there is no consideration of ineginalitgled in human development across regions of
countries though the matter of unequal distribution gradually becomessadial concern these days. As a result, a
new measurement which is Inequality-adjusted Human Development (itle® has been set up and calculated by
United Nations Development Program (UNDP). The new variable is a better progystainable development as it
covers not only the human development in general, but also the equalitphnan development as well.

Foreign direct investment (FDI) is a kind of foreign flows which haleggul a considerably significant role to
host countries’s economic growth and social development in a certain aspects. Nevertheless, on the contrary of its
positive effects, FDI on its own cause negative consequences to the redipiebtgh human development and
inequality (mainly about income inequality) of countries. As a result, tla¢ ifilqpact of FDI on human development
with the control of inequality of countries is still in doubt.

However, in our perception, there have been no studies that hakedldnto Inequality-adjusted human
development (meaning that human development is taken into considerati@yaslity problem has been controlled
for). To narrow the gap, the paper did a research on the effect dhff@Vs on IHDI in 23 Asian countries for the
period from 2013 to 2015. We have found that FDI did notifsegmtly affect human development in Asian countries
in general and even in each of the three groups of very high, dnd medium human development countries.
Moreover, FDI did raise the inequality in income, but it helped to reduce ¢headlity in education. In addition, the
higher institutional quality in general did raise the countries* human development, and among subindices of institutional
quality, better political situation and law did also lift up the human development lfvebuntries.

The remainder of the paper is organized as follows. Section 2 presents the literaéwewhile Section 3 looks
into the theoretical effect of FDI on IHDI and Section 4 is about the data. &eidrsis about the empirical strategies.

* Corresponding author. Email: caovinhftu@ftu.edu.vn
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Section 6 shows the main results. The final section is the conclusion.
2. Literature review

In our perception, there have been no recent researches about the impacibaf IR@juality-adjusted Human
development index (IHDI) in the world. Most researches do just focuseonmipact of that financial flow on either
HDI (not IHDI) or inequality (mostly on income inequality).

Regarding the impact of FDI on HDI, Santosa (2014 the paper of “Analysis of the impact of Foreign direct
investment on Social development in Indonesié @her ASEAN countries” did a research with a stress on Indonesia
and other ASEAN countries after the financial crisis during the period &-2092. The paper figured out the unclear
influence of FDI in 7 ASEAN countries of Singapore, Malaysia, Brungiufdlam, Thailand, Indonesia, Lao va
Campuchia, but the positive one of FDI on human development in VietndnMganmar, and negative on that in
Philippines. Colen et. al. (2009) supported the idea that FDI could malgti@epoontribution to human development
of host countries given appropriate conditions. The positive effect of RIMRI was also proved in the research of
Makki and Somwaru (2004). In contrast, Sharma and Gani (2804pking into Latin American countries didn’t find
any evidence for a significant impact of FDI on HDI.

Relating to the effect of FDI on income inequality this is a topic which has drawn much attentions of
economists, epecially after the release of Human development report inAt@@@ding to the report, the gap between
rich and poor countries tended to widen in this modern era with thieéastological development. Basu et. al. (2007)
in the paper of “FDI, Inequality and Growth” did carry out an empirical research about if FDI raised inequality in 119
developing countries from 1970 to 1999. The results presented a clear ewvitentethe existence of this effect.
Vietham Industrial Investment Report in 2011 of UNIDO (2012) also shawed FDI leaded to rise of income
inequality in the country due to the fact that FDI created a big gap inabe between FDI and non-FDI enterprises.
This point was also supported by Pham Hoang Mai (2602§DI and Development: Policy implication”. Meanwhile,
in their research, Figini (2011) showed two opposite outcomesvipigroups of countries. For the group of OECD
countries, FDI did not raise the inequality, while for the one of non-OECD, ¢henminequality rose considerably. In
contrast, other researches such Feenstra and Hanson (2001) did firddatieeneffect, meaning that FDI helped to
reduce the inequality.

3. Theoretical effects of FDI on IHDI

In theory, the effects of FDI on different variables are based onmain perspectives afapital widening and
capital deepening As a capital flow, FDI could help host countries to accumulate more capital (thatedfest is
calledcapital widening). In addition to that, FDI with its advantages of pushing technologyféramsproving labor
skills, expanding the linkages of domestic firms with global netsjcetc., could also have spillover effects which raise
host countries’ productivity (this impact is called capital deepening.

Inequality-adjusted Human development index (IHDI) is developed by UNtibns Development Program
(UNDP). This index is better than the previous one of Human developnuent (HDI), because besides considering
the 3 sub-indices of health (measured by life-expectancy), educateasijred by adult literacy index and gross
enrollment combined index) and income (measured by GDP per caditd)also adjusts the inequality among regions
for each above sub-index. Inequality for sure is also a seriobfeprdhat countries care about as human development
is considered.

The impact that FDI has on ITHDI is based on its effect on THDI’s aspects (including income, health, education,
and inequality). As a consequence, the following section illustrates the theoretical impacts of FDI on IHDI’s
components via either capital widening or capital deepening.

3.1.Positive impacts
3.1.1.The positive impacts of FDI on income

FDI can help to raise the income of labors mostly by creating jobsereloping local skills. Since investment
from other countries is used to promote businesses in a developimgycitican generate several jobs for local people.
Karlsson (2007}tated in “FDI and Job Creation in China” that FDI did positively impact employment growth, which
added more income to households and strengthening spending fpovesal residents. To be more specific, foreign
direct investment flows into the country through many channels, imgudiultinational companies which bring
advanced technologies and managerial experience. Those skills have netvsleped properly in less developed
countries. According to Kurtishi -Kastrati (2013), the foreign firms Hagh quality training given to their employees.
Some of those skills are taken with the workers when they enter doniestic €onsequently, the host countries can
benefit from “managerial superiority” of multinational companies by learning and imitating. Simultaneously, employees
can have higher income as they upgrade their skills and apply for thejoltzter
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The income also rises as FDI flows raise the countries’ economic growth, which indirectly boosts the income.
Tran Trong Hung (2005¢tated in “Impact of Foreign Direct Investment on Poverty Reduction in Vietnam” that FDI,
through economic growth and employment rate, can reduce paatetyand improve quality of local people. The
increase in economic growth and demand for employment is certamtiybeted by the increase in disposable income
of households overall, which means the number of people living libpoverty line is reduced.

3.1.2.The positive impacts of FDI on health

FDI can affect health of people in a country through several channel®asfo

The first channel is sel consciousness of people on health issues as their income increases. Wheegreop
more money and they are aware of the importance of health, theyllarg to spend more share of their disposable
income on health service. Furthermore, they can also use that extnaeitedouy more high quality consumption
necessities such as organic food. Higher spending on healthcare and high quality goods will make people’s become
better, which then gradually increase life expectancy.

FDI could also help improve health conditions in recipient countries by ngtpaiing higher salary than the
domestic firms but also providing safe working places and better seciaes. Safe workplace is one of compulsory
criteria for operation in developed countries and expected to be exercisesl dyntpany all the time. When foreign
firms set up business in the host country, it also pays attentigarking condition of the employees than the domestic
ones.

3.1.3.The positive impacts of FDI on education

Eduation is always an essential part of a country’s development, which FDI certainly creates a significant impact
on.

Nowadays, more and more foreign investors consider education islavggdo invest in a country. They usually
seek for countries that have high demand for global standard educatiesie to send people to study abroad. By
investing a system of education from elementary schools to unigsrisi the host countries, foreign investors create a
win — win situation: they could make money and eventually utilize tinealmuresource while local residents can receive
high quality education standard at a much lower price. Therefore, thel siroliment rate in the host countries will
increase since now people will remain in their countries while studgpitd — standard classes.

What’s more, FDI inflows make education become more diversified, creating more options for people in host
countries to choose when deciding future careers. After finishingtsity, some people will choose to pursue master
degree immediately. In the other way, some will choose to worfofeign companies and those companies will fund
them to pursue certificates relevant to their jobs rather than higher education.

3.1.4.The positive impacts of FDI on inequality

Working for foreign enterprises might associate with higher incomeational scale. However, it does not
address the inequality in income distribution which result in the remaifipgverty. Inequality in income distribution
is typically discussed with the context of No#ttSouth models. The availability of cheap labor in poor countries (the
South) encourages richer countries (the North) to undertake efficiesegking FDI by offshoring labors intensive
parts of production process. This may increase skills to the ®utthlso the inequality. As the foreign firms are
usually larger, more productive and more skills intensive, they oamprgssure on wages in domestic counterparts.
Foreign investors are able to use their technological advantage to increadicitmecgfof companies taken over. If
such efficiency increase are achieved through automation, the pramgtpyees to suffer from that are the low-paid
(low-skilled), who may be more easily replaced than the higher paid3lemployees.

3.2.Negative impacts
3.2.1.The negative impacts of FDI on income

Most negative impacts of FDI on income come from the impact of FDthe rise of income inequality as
mentioned in the previous section.

3.2.2.The negative impacts of FDI on health
Although it is argued that FDI can have positive impact on healthe thre some evidences which support the
contrast argument.

First, given the concern of income, it is well known that increases@me may lead to higher life expectancy in
poor countries; however, as income rises, the relationship becomes weaken absent among the richest countries.
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In other words, health is affected by standard of living in laeoime countries, while an increase in income has little or
even no effect on health in high income countries. Indeed, if higkemia associates with longer working hours
leading to less social contact, more stress, less sleep, and increase in unbedlttgnumption, it could be that
income- health relationship become negative. Moreover, multinational corporation€gMnve been often criticized
due to discriminative and exploitative practices toward local employees aed regources of the host country.
Regarding to the local employees, the working conditions of theimis Eponsored by FDI have been alarming. The
presence of sweatshops in some countries, which subject laboreta;erdametimes child laborers, to dangerous, sub-
human working conditions, often in violation of local workplace regulatitma serious issue. According to Brown et.
al. (2004), although multinationals pay their workers more than theirestlicompetitors, many people have
complained that multinationals abuse their workers in sweatshop conditidhbage demanded that products from
these sweatshops be banned from US markets.

Second, there are many studies on the effect of environmental pollutlezatih. Eskeland and Harrison (2003)
stated that the se called pollution of intensive goods tends to migrate from countries igh standard of
environment (typically developed countries) to countries where this standawd (dd@eloping countries). Indeed, in
order to cut cost, foreign companies usually released unprocessexdtavdse environment in domestic countries,
causing dramatic environment damage and eventually negatively afféttt bf local people.

The other effect of FDI on health may be reflected by people travellifgu&iness, which result in the spread of
infectious diseases.

In summary, FDI can have both positive, as discussed in the preeictiens and negative effects on health. The
net effect will vary with level of income.

3.2.3.The negative impacts of FDI on education

According to De Groot (2014), the increases in FDI are associated with skecrea HDI as a result of
deteriorating government policy. Due to the attractiveness of FDI, onengoeet may have two possibilities: invest in
FDI promotion policies or invest in other public projects. This implies shah FDI promotion policies by definition
reduce other public expenditures which is not optimal for the social welfarex&mple, foreign investor may ask for
the expansion of infrastructure which government must payyfamuliing down the expenditures in education, which
would have negative effect on HDI.

The negative effect of FDI on education also depends on type of famsigstment. For example, horizontal
foreign investors tend to seek potehtimarket and they must support development of the host country’s market.
Meanwhile, efficiency- seeking investors tend to look for cheap labor only. Thereforg utheally offer lower wages
and in consequence, low motivation for the local to pursue tertiary educatio

In short, FDI can have both positive and negative impacts on HDI. Uadensg those impacts and analyzing in
the case of Vietnam will help to generate suitable orientations and policiesher ftginforce the positive influences
and hinder the negative ones in order to improve HDI in Vietnam.

3.2.4.The negative impacts of FDI on inequality

The explanation for these impacts clarified in the paper of Im and Mcl@rb) is that inward FDI could
compete with domestic capital for domestic workers, as a result, theérmiodomestic investors will reduce while that
of domestic workers will rise. That helps to narrow the income dgagp.idea is withdrawn from political argument of
Pandya (2014) that the normal people are in favor of FDI.

4. Empirical strategies

Along with FDI, Institution is also an important factor which could affaghan development of a country. The
role of Institutional quality is also widely acknowledged in the developmddsfiAs a result, in addition to FDI, the
Institutional quality is also considered as a factor affecting human deveiapfnem those points, the main empirical
specification for Fixed effect modelor panel data is as follows:

LogIHDI,, = aLogFDI., + fLogPRS,, + ¢, + €, (1)

Moreover, to further look into the impact of FDI inflow on particular aspeétiequality, the additional
specification is:
Inequality,;, = aLogFDI,, + BLogPRS,, + ¢, + €, (2

The final specification that focuses on the effect of specific sub-indidastititional quality on IHDI is:
LogIHDI,, = aLogFDI,, + BLogPRS,, + ¢, + €, (3)

T As Fixed effect could help control for all countries’ time-invariant characteristics, it is considered a good model
for panel data.
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where i denotes country i, t is year t, k is specific aspect of Inequality (somgpof Inequality in life expectancy,
education and income), | is particular sub-index of Institutional quality t{ored below).

LogIHDI it is the natural logarithm of Inequality-adjusted Human development ifdsountry i in year t;

LogFDli is the natural logarithm of FDI inflow of country i in year t;

LogPRS: is the natural logarithm of index calculated from sub-indices taken froennhational Country Risk
Guide data provided by PRS group. This variable is a proxy for imstiad quality of countries. Sub-indices are
comprised of:

Prsvai/Prsvant is the index of Voice and Accountability of country i/Vietnam in year t;

Prsget/Prsgent is the index of Government Effectiveness of country i/Vietnam in year t;

Prscai/Prscant is the index of Control of Corruption of country i/Vietnam in year t;

Prsrgi/Prsrqwt is the index of Regulatory Quality of country i/Vietnam in year t;

Prspvi/Prspwnt is the index of Political Stability and Absence of Violence of country i/Vietimyear t;

Prsrit/Prsrlwntis the index of Rule of Law of country i/Vietnam in year t.

Inequality,,, is the value of Inequality in different aspects of human development (lifec&ncy,
education and income) of country i in year t (in percentage);

¢, denotegime dummies;

The coefficient of interest in the previous equation is o, which measures the effect of FDI inflows on Inequality-
adjusted Human development index (equations 1 and 3) and on Ine@e@ligtion 2) for countries in Asia. If FDI
does help these Asian countries improve their human development (equasiods3) or raise the inequality (equation
2), this coefficient will be positive.

Table 1 and 2 present the summary statistics and correlation of the main variables.

Table 1: Summary Statistics of Variables

Variable Obs Mean Std. Dev. Min Max
LogIHDI 66 -.5255024 1944514 -.9808292 -.2319321
LogHDI 66 -.3217014 1292291 -.6217572 -.10425
LogFDlI 66 2.213.566 1.368.926 183.622 2.496.054
LogFDI*LogPRS 66 -132.753 4.285.111 -2.308.237 -3.616.929
inequalityinlifeexpectancy 66 1.356.667 6.797.722 3.2 32.8
inequalityineducation 66 1.897.273 1.247.959 2.1 45.2
inequalityinincome 66 2.074.545 8.933.415 4.5 46.6
Logadjustedlifeexpectancy 66 .7149091 .1159188 479 .947
Logadjustededucation 66 .5485909 159726 .204 .798
Logadjustedincome 66 5717727 .1025646 .357 773
LogPRS 66 -.6016369 1922187 -1.035.637 -.1566538
LogPRSva 66 -.5680081 .2700943 -1.108.663 -.0833816
LogPRSpv 66 -.4718358 .1669532 -.8209805 -.198451
LogPRSge 66 -.6634073 .3792136 -1.386.294 0
LogPRSrq 66 -.4941704 .2082775 -1.139.434 -.0512933
LogPRScc 66 -.604363 .3021572 -1.386.294 -.1863296

Table 2: Correlations of Variables
LogiHD! | LogHD! | LogFD! | el ity | "eduation | in ncome | “09PRS

LogIHDI 1
LogHDI 0.9388 1
LogFDI 0.0562 | 0.1135 1
g%‘l”c?gaycy in e | 57962 | -0.8587 | -0.1051
Inequalityin education| -0.7765 | -0.5699 | 0.1310 0.4590
Inequalityin income -0.1818 | 0.0609 | 0.0185 -0.2858 0.2157
LogPRS 0.3876 | 0.4602 | 0.1634 -0.4343 -0.0752 0.0155 1
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5. Data

This section discusses briefly about the data to construct the sample wihdbedrom 2013 to 2015.

Inequality-adjusted Human development index (IHDI) data: The data is taken from the official website of
United Nations Development Programme (UNDP). The data for the other leariablinequalityinlifeexpectancy,
Inequalityineducation, Inequalityinincome, Inequalityadjustedexpectancy, and Inequalityadjustededucadin,
Inequalityadjustedincome are also supplied by UNDP. Figure 1 describes steps to calculate IHDI which iteceds
to be a more efficient measurement of Human development as the probtesquadlity across sections is dealt with.

Inequality-adjusted DIMENSIONS ~ Long and healthy life Knowledge A decent standard of living
Human Development
Index (IHDI) INDICATORS Life expectancy at birth Expected years  Mean years GNI per capita (PP §)

of schooting | of schoaling

DIMENSION Life expactancy Years of schooling Income/consumption
INDEX

INEQUALITY- Inequality-adjusted Ineguality-adjusted Inequality-adjusted
ADJUSTED life expectancy index education index income index
INDEX

Inequality-adjusted Human Development Index (IHDI)

Figure 1: Steps to calculate Inequality-adjusted Hman development index
Source: The official website of United Nations Dieygnent Programme (UNDP)
http://hdr.undp.org/en/content/inequality-adjustednan-development-index-indi

FDI data: The authors collect the data of net FDI inflows to country i (in current USD) fhe online database
of World Development Indicator on the website of World Bank.

PRS (Institution) data: Indices for countries' institution such as Political Stability and Abseficéiolence
(Prspwand Prspw:), Regulatory QualityRrsrq and Prsrgn), Control of CorruptionRrscgand Prscgy), Voice and
Accountability Prsva: and Prsva.), Government Effectivenes®(sge and Prgen) and Rule of Law Frsrl and
Prsrlng) are from the International Country Risk Guide (ICRG) database provid@&RB Group. The final index of
PRS is calculated by taking the simple average of these above six sdsirtcording to World Bark ICRG is a
good institutional data and it is widely used in published studies.

6. Results
6.1.Baseline results for the effect of FDI on human delopment

The baseline results for the impact of FDI inflows on human developanerghown orTable 3, Columns (1)-
(3). Since the data for IHDI from UNDP and those for other variables of FDI R&daPe not available for all Asian
countries, the sample just covers 66 observations of Asian countrieg the period of 2013-2015. The estimators for
Fixed effect (FE) model are displayed with time-dummies contrdilezin Columns (1)-(3) it could be seen th&DI
consistently has no statistically significant effects on IHDI of Asian @& meaning that in fact, FDI inflows do not
really help host countries improve their human development as ineqoualtilem is considered. Even as FDI of the
previous year is controlled for in Column 2, the effect still agr® insignificant. Regardingnstitutional quality,
Column (1) illustrates the significant positive impact of PRSwsng that on the contrary of FDI’s effect, institutional
quality plays an important role to the enhancement of human development.

For checking if the above impacts stay the same as HDI rather thanidHidhsidered, the authors run the
regression with the results presented in Column (4). The evideneespiee consistent insignificant effect of FDI and
positive one of institutional quality on Human development in both caislesamnd without controlling for the problem
of inequality. Column (5) demonstrates the influences of independeiables on the difference between IHDI and
HDI. Again, the insignificant coefficient of FDI supports that FDI dodsreally help Asian countries in the sample to
be better in human development.

¥ http://siteresources.worldbank.org/INTLAWJUSTINST/Reses/IndicatorsGovernanceandInstitutionalQuality. pdf)
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Table 3: Baseline results for the effects of FDI ohuman development

LogIHDI LogHDI Loss
1) 2) 3) (4) (5)

LogFDI -0.00316 0.0171 0.00755 -0.00381 -0.00894

(0.00389) (0.0155) (0.00632) (0.00349) (0.389)
LogPRS 0.103** -0.645 0.00957 0.0750* -1.905

(0.0482) (0.532) (0.0642) (0.0385) (3.569)
_lyear_2014 0.0153*** 0.0153*** -0.0134*** 0.0143*** -0.0775

(0.00358) (0.00348) (0.00339) (0.00299) (0.295)
_lyear_2015 0.0265*** 0.0267*** 0.0235*** -0.255

(0.00551) (0.00552) (0.00452) (0.360)
LogFDI*LogPRS 0.0342

(0.0247)
LaglogFDI -0.00161
(0.00584)

Observations 66 66 43 66 66
R-squared 0.567 0.589 0.509 0.620 0.029
Countries 23 23 22 23 23
Type FE FE FE FE FE
Regression Xtreg Xtreg Xtreg Xtreg Xtreg
Timedummies Yes Yes Yes Yes Yes

(Loss (in percentage) is the percentage difference between IHDI anduélib the controlling inequality. The panel

technique of Fixed effect is applied. ***/**/* present significant level-atatistics at %/5%/10% level.)

6.2.Results for the effect of FDI on IHDI by groups

To discover if the above effect of FDI on IHDI could change acrosspgrofi Asian countries, the authors
categorize the sample into 3 groups. The classification of groups is batesl\@aiue of HDI with the reference from
UNDP website (See Appendix for the list of countries included in the sample)p Grincludes countries with very

high human development DI = 0.8 ); Group 2 contains countries with high human development

(0.8 = HDI = 0.7); Group 3 comprises of countries with medium human developmefitZ0H DI = 0.55)

(the rest group of low human development countrl#8{ = 0.55) includes just 1 country in the sample, hence it is
not considered here). The results from the Table present consistenificesig effects of FDI on IHDI across all

groups of countries from very high to medium human development.

Table 4: Results for the effects of FDI on IHDI bygroups

LoglIHDI
HDIgroupl HDIgroup?2 HDIgroup3
1) 2) 3)
LogFDI 0.0247 -0.00529 0.0469
(0.0268) (0.0104) (0.0250)
LogPRS -4.243 0.0685 0.0575
(2.294) (0.0642) (0.0898)
_lyear 2014 -0.0219 0.0157** 0.0124**
(0.0216) (0.00571) (0.00359)
_lyear 2015 -0.00175 0.0269*** 0.0270***
(0.00504) (0.00794) (0.00586)
Observations 9 30 18
R-squared 0.415 0.592 0.834
Countries 4 10 6
Type FE FE FE
Regression Xtreg Xtreg Xtreg
Timedummies Yes Yes Yes

(The classification of groups is based on the value of HDI. Groupl: Counttles/evy high human development
(HDI = 0.8); Group 2: Countries with high human developmeédh&(= HDI = 0.7); Group 3: Countries with
medium human development. @ = HDI = 0.55). The panel technique of Fixed effect is applied. ***/**/* present

significant level of t-statistics at %/5%/10% level.)
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6.3.Further analyses
6.3.1.Effects of FDI on equality in specific aspects

Beside the effect of FDI on human development in general, that on inequality is also of the authors® interest.
Rather than looking into inequality generally, we consider the eféecisequality in specific aspects (life expectancy,
education and income) of host countries. Results from Table 5 #hmeventirely different effects of FDI on
distinguished dependent variables. It could be seen that while FDI inflowsibaignificant impacts on the inequality
in life expectancy, they lead to the reduction in inequality in educdtignthe rise in the inequality in income. That
means FDI inflows help to reduce the differences in education aregians, but make the gaps broader in income.

Table 6 explains further for these points in the way that FDI raise tlvatéaiulevel of host countries, but reduce
the income as these education and income levels have been adjusted for #igyinequ

Table 5: Results for the effects of FDI on inequatly in specific aspects

inequalityinlifeexpectancy inequalityineducation inequalityinincome
1) 2 3)
LogFDI 0.0102 -1.140** 1.042*
(0.251) (0.413) (0.598)
LogPRS -0.480 -3.416 -3.945
(5.371) (4.204) (6.393)
_lyear_2014 -0.000466 -0.728* 0.501
(0.0430) (0.409) (0.610)
_lyear_2015 -0.237 -1.211%** 0.730
(0.439) (0.401) (0.581)
Observations 66 66 66
Countries 23 23 23
Type FE FE FE
Regression Xtreg Xtreg Xtreg
Timedummies Yes Yes Yes

(The dependent variables of Inequalityinlifeexpentancy, Inequalityineducatiequalityinincome are in percentage.

The panel technique of Fixed effect is applied. ***/**/* present significant levelstatistics at %/5%/10% level.)

Table 6: Results for the effects of FDI on specifiaspects of IHDI

Logadjustedlifeexpectancy Logadjustededucation Logadjustedincome
1) 2 3)
LogFDI -0.0107** 0.0140** -0.0138**
(0.00468) (0.00637) (0.00545)
LogPRS 0.120 0.0777 0.119
(0.104) (0.0981) (0.114)
_lyear 2014 0.00874* 0.0297*** 0.00679
(0.00433) (0.00761) (0.00837)
_lyear 2015 0.0119 0.0611** 0.00592
(0.00931) (0.0105) (0.00918)
Observations 66 66 66
Countries 23 23 23
Type FE FE FE
Regression Xtreg Xtreg Xtreg
Timedummies Yes Yes Yes

(The panel technique of Fixed effect is applied. ***/**/* present significan¢lef t-statistics at %/5%/10% level.)
6.3.2.Effects of FDI on IHDI controlling for particulamusindex of institutional quality

Institutional quality is also important for human development. In additidhe index of PRS, we would like to
have a careful look into the effect of sub-indices of institutional quatittuman development. The results illustrated
in Table 7 also present consistent insignificant effect of FDI on IHDI regarflesg-indices of institutional quality.
The only two indices the coefficients of which are significant at 5% asotiong separately are PRSva (Voice and
Accountability) and PRSrl (Rule of Law). PRSva is measured on the badviilitary in politics and Democratic
accountability, while PRSrl is calculated with regard to Law and Order. Theicagh positive effects of these two
variables on IHDI support that the political situation and law of host countries play an important role to their countries’
development.
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Table 7: Results for the effects of FDI on IHDI cotrolling for the particular subindex of institution al quality

LogIHDI
1) 2 3) 4) 5) (6) @)
LogFDI -0.00129 -0.00242 -0.00302 -0.00209 -0.00251 -0.00181 -0.00180

(0.00459) | (0.00420) | (0.00414) | (0.00422) | (0.00409) | (0.00412) | (0.00432)

LogPRSva -0.00831 | 0.0364***

(0.0274) | (0.0109)

LogPRSpv -0.0248 0.0551
(0.0528) (0.0386)
LogPRSrq 0.0201* 0.0199
(0.0102) (0.0121)
LogPRStI 0.0847* 0.0761*
(0.0405) (0.0311)
LogPRScc -0.0269 -0.0187
(0.0451) (0.0412)

_lyear_2014 0.0163*** | 0.0156*** | 0.0150*** | 0.0150** | 0.0147** | 0.0160*** | 0.0154***

(0.00433) | (0.00384) | (0.00363) | (0.00375) | (0.00370) | (0.00378) | (0.00408)

_lyear_2015 0.0287*** | 0.0274*** | 0.0267** 0.0274*** | 0.0269*** | 0.0276*** | 0.0283***

(0.00633) | (0.00605) | (0.00597) | (0.00609) | (0.00580) | (0.00556) | (0.00671)

Observations 66 66 66 66 66 66 66
R-squared 0.597 0.546 0.549 0.535 0.550 0.580 0.538
Number of id 23 23 23 23 23 23 23
Type FE FE FE FE FE FE FE
Regression Xtreg Xtreg Xtreg Xtreg Xtreg Xtreg Xtreg
Timedummies Yes Yes Yes Yes Yes Yes Yes
PRScompo Yes Yes Yes Yes Yes Yes Yes

(The panel technique of Fixed effect is applied. ***/**/* present significam¢llef t-statistics at %/5%/10% level.)

7. Conclusions

Using the data of 23 Asian countries during the duration of 2013-20d5applying fixed-effect for the above
panel data, our paper tried to clarrify the impact of FDI inflows on la@gtadjusted human development index
(IHDI) of these countries. The findings prove for the insignificdfetot of these financial flows on human development
as inequality is controlled for. As a result, Asian countries do need d¢oatalareful look into opposite effects (both
positive and negative ones) of FDI as mentioned in the theoretical sectiogirdnutihan development. Especially from
the perspective of inequality, FDI does raise the income inequality in thesgiesuand it even helps to reduce the
inequality in education.

A further look into the role of institutional quality has shown thidffeent from the impact of FDI, that of
institution on human development is significantly positive. This méaien countries should base more on their own
institutional quality improvement rather than FDI attraction to raise the hdealopment. Moreover, the aspects of
institutional quality which they should think about first could be Rulitsituation and Law.
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APPENDIX

Countries in the samples
ARMENIA KAZAKHSTAN
AZERBAIJAN KOREA, REP.
BANGLADESH LEBANON
CYPRUS MONGOLIA
INDIA PAKISTAN
INDONESIA PHILIPPINES
IRAN, ISLAMIC REP. RUSSIAN FEDERATION
IRAQ SRI LANKA
ISRAEL THAILAND
JAMAICA TURKEY
JAPAN VIETNAM
JORDAN
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ABSTRACT

In the field of fix income investment, Barbell strategy is one of the mastl@o securities investment strategi
focusing on short-term and long-term bonds and ignoring mediumkends, with a view to balance between liquig
and profit. Barbell strategy was based on the methodology initiated by the eécgmrofessor Harry Markowitz in
"portfolio theory" (Markowitz, 1952). This strategy is often usgdbig investment size institutions to cope with {
volatilation of market interest rate with the purpose of diversifying theitfqgdio and increasing the probability ¢
higher return. In Vietnam, especially, in the context of an internatiotedriation, Barbell strategy performs a suita
tool with commercial banks; that help banks to build up their bondatiogfin not only managing liquidity assets h
also ensuring sustainable profit. Besides researching contents of Barbell sttateigynonstrate the feasibility of th
strategy investment in reéike, the authors also tested the strategy with VPBank’s Portfolio in Vietnam Government
Bonds in 2017.

Keywords: Barbell Strategy, Portfolio, Government Bonds.

1. Introduction

Barbell Strategy is one of portfolio diversification strategies that aim to nzi@imterest rate risk on a profit-
maximizing basis, primarily for large and fixed income investors, edrsider the portfolio mixed by short-term and
long-term securities. Such portfolios have few or even zero ineessnmn medium-term securities (Markowitz, 1959).
The article applies Barbell Strategy with the Government Bond in Viethamese Peaifically to the Vietham
Prosperity Commercial Joint Stock Bank (VPBank) in 2017.

2. Theoretical basis

A portfolio is a grouping of securities, commodities, real estate, caskhaénts or other assets held by an
individual or an organization (Schultz, 2008). Forming a portfolio is puttiegey into securities with various risk
levels by different investment shares in the market, building a reasonabletragtetesto diversify or minimize risks
(HSBC, 2009).

Government bond is a debt instrument issued by the governmantaintry, with a term, face value, interest
rate, and the Government's debt repayment obligation to bondholdersn@emebonds are generally considered risk-
free because the government may raise taxes or print more money tor gnds at maturity. Government bonds
include: i) Treasury-bill (T-bill), a type of bond issued by the State Trgasith less-than-one-year term in the form of
discount or interest payment at maturity; ii) Treasury Bonds (Th@ntype of bond issued by the State Treasury with
more-than-one-year term, usually with interest paid periodically (Kag04s).

Barbell Strategy

Barbell strategy was based on the methodology initiated by the economissprotéarry Markowitz in a
"portfolio theory" (Markowitz, 1952), which was later developed intortfolio choices" (Markowitz, 1959), stating
that the overall risk of a portfolio drops significantly when a propés of investments is achieved. Based on
Markowitz's theory, William Sharpe, and Jan Mossin later on, establishedatherrmfinancial modeling with the

* Corresponding author. Tel.: +84912797782.
E-mail address: linhdo.neu@gmail.com
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CAPM model (Sharpe, 2007), (Mossin, 1968) as the first quantitatigeelniorming the correlation between risk and
profit. According to the theory, investors target at maximizing their expeetach of a portfolio at an acceptable level
of risk. Having assumptions of investment holding period and riskidgtibf investors, risks can be measured by the
variance or standard deviation of the portfolio’s rate of return. William Sharpe, among other scientists, found a way to
simplify the input processing and data arrangement to determine thelatiorr of investments (Sharpe, 2007).
Mitigating risks through diversification in the portfolio measureditsyvariance and the covariance in pairs of all
assets, the Barbell strategy is a model that satisfies the balance between theetata ahd the risk for all assets. In
the portfolio optimization model, it was found that the return on anyt asse linearly related to its market beta. A
negative beta represents the securities unlinear by market and removea @as $be investment option is chosen.
Similarly, the securities that earn a return lower than the risk-free ratecisemoved from the portfolio because the
risks inherent to the investment are not adequately compensated by pitgf{@barpe, 2007). The model results show
a relatively high (approximately 1) correlation between return andTtgk. means that short-term securities, providing
"liquidity" and long-term investments with higher profitability are clgsrrelated. It is important to consider the ratio
of short-term and long-term securities in the selected portfolio.
Dt=YWsix Dsi + >Wjj X Dj 4
where: [ targeted duration

Wsi: proportion of short-term bond i compared to the whole portfolio

Dsi: duration of short-term bond i

Wj;: proportion of long-term bond j compared to the whole portfolio

Dlj: duration of long-term bond j

To calculate W and W, the following steps should be taken:

Step 1: Determine how long the portfolio is held:;

Step 2: Predict the yield curve of the selected bond; and

Step 3: Based on the budget limit and expected return for the bondlippdttermine the targeted duration for
the bond portfolio.

Balancing the reasonable rates of risk and return in a portfolio is elyrémportant. It is essential to have a
portfolio that balances short-term and long-term securities at an appropriatg {fnank, 1991). To form a bond
portfolio that follows the Barbell Strategy, two factors that investors neetktermine are yield curve and bond
duration.

Yield curve

The yield curve represents the interest rates at different maturities of the same deioig she relationship
between the borrowing cost and the time to maturity (Estrell, 200%&).yield curve is a graph that reflects the
relationship between interest rate and maturity of a debt instrument (atmbecsadit and quality), which plays an
important role in generating a reference for issuance, trading andniargsh the bond market, informing the market
management and operation, and enabling transparency and liquiditg fxchange market.

To effectively manage a portfolio, the yield curve is a prerequisite festors to decide which bonds to invest
and how long they should be held. The yield curve is usefuh faariety of purposes, namely: i) investors use it to
decide the expected interest rate by adding a risk premium to cover liqgiskjtcredit risk, and profit (Estrell, 2005a);
ii) it is also a parameter for the investors or financial managers to estimategsefitfloonds in their portfolio; iii) risk
managers need the yield curve to measure the portfolio's risk,jalpetarket risk, and then sets limits based on an
acceptable risk appetite (Estrell, 2005b).

An incorrectly constructed yield curve will mislead the valuation of profithasaell as the measurement of risks
in a portfolio, thereby the fund allocation and management by investors.

Bond duration

Duration is considered the key to most innovations in the modern Braeag of bond portfolio. Macaulay
(1938) was the first to mention the concept of duration and scoie a&bplication. Having found different incomes
generated from securities with the same maturity, Macaulay (1988yiced the concept of duration to explicitly
account for the relative holding period of bonds, and applied in assageraent of insurance companies. Duration is
introduced as a weighted average maturity of bonds. Consider a feetdbtash flows generated from a bond, the
present value of the ith cash flow is:

@)

The Macaulz_i_y durat|0n_|s deflned as:
MacD="500 = ——+ )

where:

i is indexes the cash flows,

PV, is the present value of the ith cash payment from the bond,
ti is the time in years until the ith payment will be received,

r is the expected rate of return.
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In the second expression the fractional term is the ratio of the casP¥lotw the total PV. These terms add to
1.0 and serve as weights for a weighted average. Thus the overall express weighted average of time until bas
flow payments, with weight= , being the proportion of the asset's present value due to cash flow

Duration is measured in years. The duration of a bond increasesdartigedirection as the bond maturity, but
shorter than it. In the case of a zetmpon bond, the bond’s remaining time to its maturity date is equal to its duration.

The higher the coupon rate of a particular bond, the shorter its durallibe. In other words, the more money coming
in now (because of a higher rate), the faster the cost of the boncewdtbvered, and investors would need to wait a
shorter period to receive the coupon payments and principal.

Duration is an elasticity measure, i.e., the sensitivity of the price level [PAf) asset when there is a change in
the discount factor (1 + r). This property was pointed out by Rimgs Huw (1974) for active strategies in bond
portfolio management and used to calculate "VaR" in the worst case sceraris With long maturities and low
coupons have the longest durations. These bonds are more sensitiveatg@ ichmarket interest rates and thus are
more volatile in a changing rate environment.

Thus, duration is the weighted average maturity of fixed income securéfesting the volatility of bond prices
when interest rates change. It helps assess the change in bond value vehisratbbange in interest rates.

3. Research methodology
3.1.Data source and processing methods

The secondary data used in research includes: i) government bond yieldsldgody 2011, to December 31,
2016 with various maturities of 1 year, 2 years, 3 years, Syg@ryears and 15 years collected by Bloomberg, used to
forecast the interest rate of government bonds maturing in 2017; and ignKPBnual Report used to apply the
Barbell Strategy for 2017 Government Bond Portfolio in VPBank.

Most of government bonds invested by Viethamese commercial banks havigiesatfirl year, 2 years, 3 years,

5 years, 10 years and 15 years. The ARIMA model is appliedrexdst interest rates on government bonds. To
simulate the yield curve, the study forecasts interest rates corresponding tereafdr subsequent periods, using the
ARIMA model. In particular, the technique chosen is to automatically predict tbelssuitability standards. For each
data series, EVIEWS software automatically selects the format of the predictotevéinidtal or differential) and the
corresponding lag length of AR and MA by running all models withélag limit. The software will select the model
with the best AIC criteria as the forecasting model.

3.2.Methodology is specified in the research framework

Desk review Barbell Strategy
Review and consolidation of materials related > + Content
investment management theories and investn: + Implications

Quantitative methodology ) i
ARIMA model is used to forecast the intere Barbell Strategy is applied
rates of aovernment bonds2017 to VPB’s government
bond portfolio in 2017

A\ 4

Case study
Barbell Strategy is applied t6PB’s government

bond portfolio in 2017

\ 4

Figure 1: Research Framework
(Source: Synthesized by the authors)

The determinants for applying the Barbell Strategy to the bond pordo\@Bank in 2017 include: i) forecasted
volatility of government bond yields used to establish the yield curvé®17;2ii) duration of the government bond
portfolio (calculated by the first derivative of the regression formulaeptiesent values of cash flows); iii) the share
Wi and W for each bond term.
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4. Test results
4.1.Projection of government bonds in 2017

To forecast the yield curves, the interest rates for next periods are predithedARIMA forecasting model. In
particular, the technique chosen is to automatically predict by the model's suitsthililards. For each data series,
EVIEWS software automatically selects the format of the predictor variable (iwitiatlifferential) and the
corresponding lag length of AR and MA. By running all models withenlag limit, the software will select the model
with the best AIC criteria as the forecasting model.

Estimate equation of ARIMA model (p, q) with the dependent variables in the form ofifst order
differential equations and criterion of model selection

(Y, -Y,—C)A-6L-0L*—..—60)L°)=u, (+5L +5L %+ ..+ )

_ k _
of which: LX =Xy and L' X =X

where:
c is intercept coefficient in regression results

a.,0,,....0
2 P are corresponding coefficients of AR(1), AR(2),...,AR(p)
5,800 | |
9 are orresponding coefficients of MA(1), MA(2), ..., MA(q)
The estimate equation is:

Y=Y = mOX Y O A OY = (1—01— ...—ep)+u Y+ .FOY Ca g

t

Y, =c(1-60,— .= 0,)+ (16, Xy + 00X+ . 0,-0,.,Y, ,=0Y 0y i+ .45y feTrr

- If tgq,thenut:O
- If t>q,then U =Y =Y =Y, +Y,

With the time series model, one of the criteria for choosing models is theatdtiocriterion, of which the
commonly used one is Akaike Information Criterion (AIC). In particdd€ with the maximum rational estimates is
estimated by the formula:

AIC =-2logL + X

LogL is the logarithm of the rational function of model estimation aigltke number of coefficients present in
the model. This criterion evaluates the trade-off between the regression ratiandlihbe model complexity, whereby a
smaller AIC indicates a better model.

Forecast of interest rates by different terms

Based on the selected forecasting model, the generated sequences are riefirdifferential form. Then, an
Augmented Dickey-Fuller Test is used for the time series of interest rate differentia¢suitts presented as follows:

Table 1: ADF Test for the time series of interestate differential

Series form Testing form Series feature P-value
tsyeartem  Frskorder aiferenial | ——20F Wb ercept coefert 00001
Loyear o Fistorderdiferental ———0r W01 Meceptonficert 0000
Syeartem  Fistorderdifrenial 0 WHlerceptcoefolnt 0000
Syeartem  Fistorderdifrenial 0 Wiltereptcoeiolnt 0000
2yeartem  Fistorderdifrenial 0l terceptcoeiolnt 0000
byeartem  Frstorderderenial 00— Wiereptcoeioent 0000

(Source: Forecast of interest rate for 2017 govemtrbonds by the authors)

Both the ADF and the PP tests indicate that the series of first-order diffefermiahre those with even intercept
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coefficient since the probabilities of tests are less than 1% or the tested serig®pped at a 1% significance level.
The models chosen for forecasting each interest rate series are:

Table 2: Selected models for forecasting each intest rate series

15vyear interest rate

Model ARIMA(p,q) LogL AlC*
(7,8) 1179.452342 -2.494533
(10,112) 1185.039730 -2.493647
(8,9) 1180.867301 -2.493277
(9,7) 1179.486422 -2.492460
(5,6) 1174.073824 -2.491575
10-year interest rate
Model ARIMA(p,q) LogL AlC*
(7,7) 1054.557432 -2.300238
(9,11) 1060.454456 -2.300010
(11,10) 1061.396747 -2.299882
(10,8) 1058.112873 -2.299253
(9,9) 1057.402332 -2.297680
5-year interest rate
Model ARIMA(p,q) LogL AIC*
(2,4) 1546.980118 -2.723859
(6,8) 1553.783109 -2.721740
(7,8) 1554.291866 -2.720871
(3,5) 1547.260827 -2.720816
(10,8) 1557.235410 -2.720771
3-year interest rate
Model ARIMA(p,qQ) LogL AIC*
(12,11) 873.138261 -2.487209
(7,6) 861415542 -2.482157
(9,9) 866.023881 -2.481008
(8,7) 862.999656 -2.480937
(5,5) 857.836067 -2.480458
2-year interest rate
Model ARIMA(p,q) LogL AIC*
(4,6) 847.160994 -2.449152
(6,6) 848.895767 -2.448375
(4,7) 847.213610 -2.446374
(3,3) 841.969827 -2.445659
(7,4) 846.383453 -2.443940
1-year interest rate
Model ARIMA(p,qQ) LogL AIC*
(12,112) 822.945500 -2.340016
(10,112) 820.263725 -2.338017
(11,9) 818.694538 -2.336348
(6,8) 812.274309 -2.335115
(9,11) 817.665161 -2.333329

Forecast errors of the selected models:

(Source: Forecast of interest rate for 2017 govemtrbonds by the authors)

Table 3: Forecast errors of the selected models

Variable

Forecast errors

15vyear interest rate

5.14%

10-year interest rate

8.13%

5-year interest rate

9.10%

3-year interest rate

6.71%

2-year interest rate

7.48%

1-year interest rate

9.11%
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Simulation of the yield curve at selected dates in 2017
The yield curve is forecasted, using the ARIMA model, at selected dates in 2017

Forecasted yeild curve, June Forecasted yield curve Sept
1, 2017 1, 2017
[a]
]

AR L O i o

L N N
wearl yvear? wears years ywearlOyearl”

Forecasted yield curve Forecasted yield curve
Dec 1, 2017 Dec 29, 2017

. i T [0
'
!
-
\
ot
[ T U R Y [T 4]

Figure 1: Forecasted yield curve of government borgdin 2017
(Source: Forecast of interest rate for 2017 govemt bonds by the authors)

As a result, the forecasts show that the Government bond yield curve fow201/arious terms is a normal yield
curve with upward-sloping (i.e., lower interest rates for short terahdrigier interest rates for long terms). This shows
a relatively stable evolution of Vietham's economy in 2017, and the use sdreative strategies in short-term and
aggressive in long-term by banks is perfectly fit.

4.2. Application of Barbell Strategy for Government BondPortfolio of VPBank in 2017

In 2017 VPBank plans to invest VND 40 trillion to target a profit of VNDOD,8illion (VPBank, 2016).

Having these targets, a Barbell portfolio of government bonds isufated, consisting of short-term bonds (50%)
and long-term bonds (50%).

Adopting the Macauley formulas (Macauley, 1938), the study assumehdhe of bonds in the portfolio, the
reinvestment effect on cash flows and the capitalization effect of pwaces, combined with the yield to maturity of
investors (VPB in this case), and the maturity of bond portfoliolasafs:

VPBank invests in bonds of 1-year, 3-year, 10-year and l5nyaturities.

The bank's budget for bond investment is M.

Time: The bank is assumed to hold this portfolio in n (years).

The maturity of TRis n years

The maturity of TRis n years

The maturity of TRis s years

The maturity of TRis n years

Interest rate:

The yield to maturity that the bank determines for this portfolio is r;

The market interest rate of TBt the portfolio starting time is;y

The market interest rate of TBt the portfolio starting time isy

The market interest rate of TP3 at the portfolio starting timeg is y

The market interest rate of TP4 at the portfolio starting time is y

To have this portfolio, the following conditions must be met:

- According to Macaulay (1938), Biewarg and Kaufman (1977):
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w1*D1 + Wo*D2 + we*D3 + wa*D4 = n (1)

Where: Dis the duration of TR TP, TP; and TR.

w; is the weight of each bond on the portfolio. For examples }H with Py is the bank’s investment in TP1.

The Barbell portfolio requires:

w1+ w, =0.5

ws+ws =05

In order to satisfy the holding period, the coupons are reinvestetthahdnd principals are capitalized. The total
value of the portfolio at maturity date is equal to the expected profitabilityedhitial investment by the bank. In othe
words, the following equation must be satisfied:

ML+ = (Pt F)* (L+y)" ™ + R * [0 +y,)" ™ + P (1+y,)" ™ +

F3|:1.+1F3|"—_:_J.+!F3 1~ ‘| + P3*{'J_ 1 Y!]u— ni 4 F4|:1.+1-';|"—-:-J.+!F; 1~ "'| + P4*{'J. + Y.t]u_ n4

It is assumed that VPBank invests VND 40,000 billion in governmentson@017, with an expected rate of
return 5% for this portfolio in a 5-year holding period. Applyihg Barbell Strategy, the bank chooses to contain 1-
year, 3-year, 10-year and 15-year bonds in their portfolio. Tihesds have coupon rates of 3%, 4.5%, 6% and 7%,
respectively. The discount rates valid at the purchase date of these bondar(FERra017) are shown in Table 4:

Table 4: Assumptions of the bond portfolio

No. 1l-year 3-year 10-year 15-year
1 Purchase date 13/02/17 13/02/17 13/02/17 13/02/17
2 Maturity date 13/02/18 13/02/20 13/02/27 13/02/32
3 Coupon rate 3% 4.50% 6% 7%
4 Market interest rate 3.16% 4.55% 6.34% 7.36%
5 Number of annual coupons 1 1 1 1
6 Day count convention code 1 1 1 1
Duration 1 2.872573363 7.770677565 9.654996132

(Source: Bloomberg)

Applying the stated conditions, the investments distributed to four clakbead are as follows:
1-year bonds: VND 7,391.3 billion;

3-year bonds: VND 12,608.7 billion;

10-year bonds: VND 19,456.5 billion; and

15-year bonds: VND 543.5 billion.

4.3.Conditions for the application of Barbell Strategyin bond portfolio management of Viethamese commeral
banks

First, the yield curve is in normal shape (i.e., the longer the maturgyhitfher the interest rate), and the
difference between short, medium and long-term interest rates is modestpiivard-sloping yield curve). This is a
prerequisite for an effective Barbell Strategy, as if the yield curve divertstfrese conditions, the use of Barbell
Strategy will not be appropriate.

Second, the yield curves of government bonds should be built, vafiebt market references for investors.

Third, the forecasts of interest rates are correct and sufficient, which aocatemall macroeconomic
fluctuations, and external shocks, if any. Having changes iedbromy, interest rates will be immediately affected,
which lead to changes in bond prices and expected portfolio performancersequance.

Fourth, the investment in government bonds must be significangg, larhich is easily satisfied by commercial
banks because their size of bond investment is often a multiple ofytlkatrimon investors. Especially, in the current
context, the majority of Viethamese commercial banks choose governmentasaiheéskey securities in their portfolio
for the purposes of both liquidity and profitability.

5. Conclusion

In addition to its achievements, the research has some limitationasugithe macroeconomic forecasts should
cover a broader scope and details; ii) only government bonds portfalimssdered in the study, but the two common
categories of bond portfolio in commercial banks (including trading badkbank book); iii) transaction costs payable
to form the bond portfolio have not been taken into consideration.

Thus, the focus on two extremes (short-term and long-termitseguto balance liquidity and profitability of the
portfolio, the Barbell Strategy enables Vietnamese commercial banks in the ewswaomic context to achieve both
targets.
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Impact of ODA on Poverty Reduction in Viet Nam

Do Ngoc Lan

ABSTRACT

The paper analyzes the impact of ODA on poverty reduction in Viet Naavipes using secondary data from G
from 2006 to 2015. The empirical results show that ODA has the ivpmdtect on poverty reduction, which mea
that the increase in ODA will result in the decrease of poverty rateeiprovinces of Vietnam. The empirical resy
are important evidence for economic managers and policymakers, heipimgto find specific solutions to attra|
increasing ODA to Vietnam as well as to use ODA effectively in aiméest achieve the goal of growth and povg
reduction for the country.

Keywords: ODA, poverty reduction, Vietnam

1. Introduction

Reducing poverty has become a great concern to most governimaarsational organizations and people of all
regions given its consequences to their well-being. As a way of regdpowverty, different strategies have been applied
at one time or other (Narayan, et al. 2000a, 2000b).

One of the international strategies that have appeared more promineceir times is foreign aid which if
properly used wouldpsir economic growth as well as reduce poverty. As Killick (1991) put it “aid that comes in a form
of technical cosperation would affect the quality of a nation’s labour force through the provision of training and
imported skills which is essentially for economic growth andepgweduction, if an enabling environment is allowed
to exist”.

ODA over the past 20 years has helped Vietnam achieve impressive developsuéisf not only in terms of
infrastructure, but also in training, human resources and powhtigtion. According to statistics, from 1993 to 2014,
the total value of committed ODA for Vietnam has reached 89.5 billion USDOpthkesigned capital reached 73.68
billion USD, an average of 3.5 hillion USD per year , ODA and preferential |destmirsed nearly $ 54 billion,
accounting for over 73.2% of total signed ODA.Nearly $ 80 billion catach by donors to Vietham has not only
provided Vietnam with significant additional funding for economic devalemt but also poverty reduction.

Official development assistance (ODA) has been delivered over the yelathevthasic assumption that it works
for poverty reduction. The outcomes however have varied substaatiatlys different contexts. While some recipients
have excelled in reducing poverty and sometimes even enhancingngécogrowth, others have failed to produce
tangible outcomes (Collier and Dollar, 2001; Collier, 2008). It is critical foeld@ment actors to understand the
threshold of ODA capable of delivering meaningful results, and the seutust efficient and effective in utilizing
ODA allocations in order to alleviate poverty (Collier and Dollar, 2001). Pphiser presents a summary of the
outcomes of analysis of the impact of ODA on poverty in VietNam.

2. Literature review

To date, decades of research have failed to provide conclusive evidence for thelditieoship between foreign
aid and economic growth or poverty reduction. There are those whe @af it is not possible to reach consensus with
selected research methods, among other factors. Dependence on national Gredgsistudies at the national level as
well as the failure of economists to focus on foreign aid as a meangst Economic growth but also poverty
reduction are considered contributing factors to debate (Cassen 1986,189€, Burnside and Dollar 2000, Moreira
and Bayraktar 2008). Some economists study the impact of foreign aicbnomic growth or poverty reduction ending
their research by calling for further analysis in this area to gain hettirstanding or Remove ambiguity around the
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subject (Barro 1991, 2000, Durbarry, Gemmell and Greenaw8@, 1ldansen and Tarp 2001, Veiderpass 2001,
Easterly, Levine and Roodman 2003). The profoundly debatedsdisouon this increase in development aids wa
enhanced by the publication of Craig Burnside's Aid, Growth andPahcies, and David Dollar's Dollar Aid in 2000.

Burnside and Dollar (1997a, 1998) argue that foreign aid in somedaveééoped countries with good policy has
contributed significantly to government spending including regulandipg on health and education, rescuing Social
assistance, defense and industrialization, in the long run, have immoviadl welfare and reduced poverty. Killick
(1991) mentions foreign aid in some countries due to financial constogifsreasing local taxes and other revenues
and increasing the ability to sustain economic services and capital fornfadiosing inflationary pressures and / or
balance of payments, boosting growth especially if they are in tiredbstimulating private sector activities.

The discussion surrounding the relationship between foreign aid andmicogrowth and poverty reduction has
been controversial. Many empirical assessments have failed to yield the finalwéstiter foreign aid has a major
impact on growth or poverty, and to what extent.

3. Data Source and methodology
3.1.Data source

The paper uses secondary data from the General Statistical Office, in whichd&®&Apoverty reduction and
institutional data are collected at provincial level from 1993 to 2015. Particulsstituiional data are collected from
2006 to 2015

3.2.The model

In specifying the model emphasis is placed on whether foreigraaid kignificant impact on poverty reduction in
Vietnam (Gafa, T. and Muftau, A., 2004)
(PROVERTY REDUCTION)it= B0 + p1 ODAIt + B2 INSTITUTIONALIt + Uit

Dependent variable: Poverty reduction. There are many different proxies torenpagerty. However, this article
uses the poverty rate among households as the best measurepmmrtyf reduction in Viet Nam.

Independent variabl€®DA that flowsinto the provinces of Vietnam from 1993 to 2015. The author tales th
logarithm of ODA when introducing the variable into the model.

Institutions are measured by the compositeprovincial competitivemgtises of Vietnam for the period from 2006
to 2015. Acompositeprovincial competitiveness index is calculated followiBestep sequence: 1) collect enterprise
survey data using questionnaires and data from published sourceaslc@pte 10 sub-indices and standardize the
results to a 10-point scaland 3) calibrate the composite PClas the weighted mean of the 10 sub-ivitices
maximum score of 100.

3.3. Statistical description and correlation of variables

The actual situation of ODA anddlaverage rate of poor households in Vietham over the past 2 decades are
shown in Figure 1. Accordingly, ODA to Vietnam tends to increase the years, whereas the rate of poor households
decreases sharply over the years. . Thus, Vietnam has benefiteth&ampressive results of poverty reduction, right
at the time when donors are focusing more on hunger eradicatioroeadypalleviation and willing to aid those who
use the source better.

Statistical descriptions of variables are shown in Table dvbel

Table 1: Statistical summary

Variable Obs Mean Std. Dev. Min Max
Poverty reduction 1343 31.0928 20.9343 0.01 105.52
ODA 1343 868.439 2121.19 10.02 24372
Institution 554 56.7909 6.31233 36.39 77.2

Source: The author calculated from the GSO data
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Figure 1: ODA and the rate of poor households in \tnam on average over the years
Source: The author calculated from the GSO data

Description of the correlation between the variables is shown in Table 2 B&owardingly, variables ODA
and institutions are negatively correlated with poverty reduction, amdcdirelation between OAD and poverty
reduction is relatively strong (31.3%). In addition, the correlation betwé@dh &hd Institution variables is low (5.7%);

so the explanatory variables do not have a high linear relatianship

Table 2: Correlation Matrix

Variable Poverty reduction ODA Institution
Poverty reduction 1
ODA -0.3125 1
Institution -0.241 0.0568 1

Source: The author calculated from the GSO data
3.4.Results of estimation and discussion

The result of Lagrange Test indicates that the POLS model is inapprophateesult of Hausman Test shows
that the FE model is more efficient than the RE model. However, the FE modilesvidhe assumptions of
heteroskedasticity, autocorelation, and cross section. We need a model thatrcame the above violations. Thus,
the final model chosen for analysis is the Regression with DriscalykKstandard errors model

Table 3: Estimation result

Regression with
Driscoll-Kraay standard

Variable RE FE errors
LnODA -2.7542%** -2.4135%** -4.8221%**
(0.4018) (0.4367) (0.3563)
Institution -0.1439*** -0.1379*** -0.2803*
(0.0419) (0.0420) (0.1338)
_cons 41.0815*** 38.9643*** 61.9214***
(3.3382) (3.3257) (5.8454)
chibar2(01) = 954.880
Lagrang Test P-value =0.0000
chibar2(02) = 12.19
Hausman test P-value =0.0023
Cross - section chi2(1953) = 2730.957

485



Do Ngoc Lan/ ICYREB 2017 Proceedings

P-value =0.0000
chibar2(63) = 13360.34

Heterokedasticity P-value =0.0000
F( 1,61)= 76.708
Autocorelation P-value =0.0000
N 554 554 554
r2 0.28 0.08 0.29

Note: The values in parentheses are standard ert,ors *** mean the significance at 10%, 5% an@adlrespectively.
Source: The author calculated entirely from dattawied from GSO and the help of STATA software.

According to the estimation results,ODA and institutional variables areisattifat 10%, which implies that both
ODA and institutions have an impact on poverty reduction in Vietnamaitticular, OAD has the opposite effect on
reducing poverty in Vietnam. This result is consistent with econdmigry, meaning that the increase in international
aid will reduce the rate of poor households in the provinces of VietRawerty reduction is one of the first principles
given by international donors in formulating formal development tassis. This goal demonstrates the humanitarian
nature of ODA. According to the empirical results, 1% increase in ODA restulis decrease in the poverty rate of the
provinces in Vietnam by 2.75% on average.

On the other hand, institutional improvements also help to reduce therpei@df poverty in the provinces of
Vietnam. There are many studies in the world suggesting that differeneesrinmic institutions are the underlying
cause of different patterns in economic growth. The core of these stubasets on the argument that the way people
organize their society determines whether or not the society is prospersaisialorganization that encourages people
to innovate, take risks, save for the future, study, solve commadmhepns, and provide public goods ... is a society that
reaches higher levels of revenue. On the contrary, the society that goes #gsiarganizationvill fall into poverty.
The empirical result of this research does support the rule, emphasiatrigr provinces in Vietnam, improving the
quality of economic institutions would help reduce poverty. Tesult is consistent with the general theory of
institutional economics.

4, Conclusion

The article analyzes the impact of ODA on poverty reduction in Viet IStudijes for provinces using secondary
data from the General Statistics Office. Results of quantitative research indicate thata®Eh%e lopposite effect on
poverty reduction in Vietnam. Specifically, 1% increase in ODA will result irddwease of the poverty rate among
households in the provinces in Vietnam by 2.75% on averagerddult is consistent with economic theory. The study
confirms the important role of ODA in growth and poverty reductibime research results are important empirical
evidence for economic managers and policymakers to find specific soltdiattsact and increas®@ DA to Vietnam
aswell as to use ODA effectively to best achieve the goal of growth and poveustios of the
country.
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ABSTRACT

The subprime mortgage crisis in the U.S. in mid-2008 suggestddbktpsices volatility do spillover from one mark
to another after international stock markets downturn. The purpdbésgfaper is to examine the magnitude of ref
and volatility spillovers from developed markets (the U.S. and Japan) to eighgieghnequity markets (India, Chin
Indonesia, Korea, Malaysia, the Philippines, Taiwan, Thailand) and Vietnam. Engpéogiean and volatility spillove
model that deals with the U.S. and Japan shocks and day effectsges@xs variables in ARMA(1,1), GARCH(1,
for Asian emerging markets, the study finds some interesting §iadirirstly, the day effect is present on six out
nine studied markets, except for the Indian, Taiwanese and Philippine d§ectba results of return spillover confiri
significant spillover effects across the markets with different magrstu8pecifically, the U.S. exerts a stron
influence on the Malaysian, Philippine and Viethamese market compared with fapgantrast, Japan has a high
spillover effect on the Chinese, Indian, Korea, and Thailand than the U.$hé~thdonesian market, the the rety
effect is equal. Finally, there is no evidence of a volatility effect of tt& Hnd Japanese markets on the Ag
emerging markets in this study.

Keywords: Spillover; emerging markets; volatility effect; day effect

1. Introduction

In recent years, the worldespecially developing countriesexperienced a strong capital liberalization, financial
market reform and advances in information technology. Consequérftymation transmits across global financial
markets more freely than ever, resulting in an increased linkagedretstock markets. It has been found that the
deeper the level of global financial integration, the more likely it is thanial markets of developing countries are
affected by volatility spillover effects from mature financial markétse latest financial turmoil began from U.S. in
2007 and spread to Asian markets in the early of 2008 throdfghredi mechanisms, such as increasing market
volatility or market and funding illiquidity (Frank, Gonzalez-Hermosillo &tekse 2008). Following that crisis, Asian
financial markets became highly volatile and shook violently. Due to ites@z@conomic importance in the world, the
U.S. potential impact on emerging markets cannot be denied. Likewise,atapanajor investor and trading partner of
many Asian countries is expected to exert its influenced on these markets. Japan is the world’s fourth largest stock
exchange in terms of aggregate market capitalization of listed companies, andjdke ifaiAsia. Japanese investors
also hold a large amount of Asian assets (Fornari and Levy, 2000).

The volatility transmissions between stock markets have been the objstidy of both practitioners and
academia over the years. Understanding the level of correlations between aréeksmvould be a great help to
investors and hedgers in their international portfolio diversification atichiaption. A plenty of studies provided
evidence for the spillover effects from the U.S. and Japan to other stocktsndrkis paper attempts to empirically
examine the level of spillover effects from these two large mature manketight Asian emerging and Viethamese
stock markets. The ARMA(1,1)-GARCH(1,1) is utilized. In particular, the respiliover are modelled using
ARMA(1,1), volatility spillover is estimated using a two-step GARCH YInbdel. The data of this study is from 2000
to 2017, covering the period prior, during, and after the global finaciig$ in 2007. This extensive coverage lends
credibility to the results of this analysis. The empirical results in this resesgtbe helpful for academics, domestic
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policy makers and professionals in understanding the magnitude ofityosatillover effects of the U.S. and Japanese
stock markets on the Asian emerging stock markets. Moreover, tHis abatributes to the growing literature on the
spillover effects and volatility transmission of equity returns.

The remainder of the paper is organized as follows. A literature review ostutig of return and volatility
spillover across markets is presented in the next section. Section 8giais about the financial model for estimating
volatility transmissions and spillover effects and as well as estimation precdgfesearch data and the descriptive
statistics are provided in Section 4. The empirical results are givectiors5 and finally, in the last chapter, the paper
closes with concluding comments.

2. Literature Review

The study of market integration through analyzing both returnaaladility spillover has important implications
for the modern portfolio theory. Several empirical literature provides stradgrexe of market interdependence and
integration among among national stock markets.

Mervyn and Wadhwani (1990) applied correlation coefficients to stock markebseh order to examine how
the market crash in the U.S. influenced the stock markets in Japan and thieyliging the GARCH model, co-
integration tests, and the probability of specific events. The resulis thlap the U.S. stock market crash significantly
increased the correlation coefficients between multiple markets. Pan and Hs98)h ékx@8mined the nature of
transmission of stock returns and volatility between the U.S. and Japaémesenarkets employing a two-step GARCH
approach. By using futures prices on the S&P500 and Nikkeiitk indexes, they found that there are unidirectional
contemporaneous return and volatility spillovers from the U.S. to Japgartinular, the U.S. influence on Japan in
returns is approximately four times as large as the other wayndirdinere are also no significant lagged spillover
effects in both returns and volatility from the Japan to the U.S. whilgn#ficant lagged volatility spillover is observed
from the U.S. to Japan.

Cha and Oh (2000) studied weekly stock indices of the U.S., Japdouarissian NIEs from 1980 to 1998. They
reported that the stock market crash the U.S. market began to have a significaett ampghe Hong Kong and
Singapore after the October 1987, yet its influence on Taiwan and Botgh remained unchanged. Employing a
multivariate GARCH in Mean, Zaid (2011) investigated the international transmiskidaily stock index volatility
movements from the U.S. and U.K. to selected Middle Eastern and North Adncarging markets, namely Egypt,
Israel, and Turkey. The study finds that Egypt and Israesigréficantly influenced by the U.S. stock market while
Turkey is not.

Batareddy et al. (2012) investigated the stability of the long relationships between emerging (India, China,
South Korea, and Taiwan) and developed stock markets (the U.S. and Japgpasegime varying cointegration tests
with the sample data from mid 1998 to 2008. Their empirical findsgsport the presence of one longun
relationship (cointegration vector) between emerging and developed stooktsrankl the individual Asian emerging
stock markets tend to display stronger linkages with the U.S. rathewitiatiheir neighbors.

Dhanaraj et al. (2013) using FEVD analysis in researching on the dynderidependence between the U.S. and
Asian markets revealed the dominance of the U.S. stock market on Asiketsraand that Asian stock markets are not
immune to the shocks originating in the USA though the effécthacks vary considerably across markets.

For the Viethamese stock market, Farber et al. (2006) show that there exmtliascstock returns through
clusters of limit-hits and limitit sequences in HSC. Besides, there is a strong herd effect toward the extsitine p
returns in market portfolios. Moreover, the specification of ARMA- GAREH help capture issues such as serial
correlations and fat-tails for a stabilized period, and policy decisions otethaicalities of trading can influence
movements in risk level through the conditional variance behavior of ¢8R returns.

Using the correlation contagion test and Dungey et al.’s (2005) contagion test by EGARCH model, Wang and Lai
(2011) find contagion effects between the Viethamese and Japanese, Singdpoireese, and the U.S. stock markets.
They also show that the Japanese stock market causes stronger contagiaheisketnamese stock market compared
to China, Singapore, and the U.S. The stronger interdependence effedi;yedeCand U.S. stock markets causes
weaker contagion effects in the Viethamese.

In summary, we have seen that most empirical studies have focudbe effects of developed markets both
across the world and in the U.S., Japan to stock markets of otkegiegrcountries. However, empirical examination
of stock markets in Asia and Vietnam are limited, which necesitate furtitbest

3. Methodology

Fama (1965) and others have documented that stock returns exhibgenidcorrelations. In particular, large
changes in daily stock prices tend to be followed by large changes and seceathanges tend to be followed by small
changes (see Mandelbrot, 1963; and Fama, 1965). The generalized awtivegeesditionally heteroscedastic
(GARCH) family is designed to model the conditional mean and volatilistadk returns by taking into account the
above properties. Since its introduction, the GARCH model has been generalizegtended in various directions.
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According to Akgriray (1989) and Brooks (2008), the GARCHYIniodel is sufficient to capture the volatility
clustering in the data, and rarely is any higher order model estimatedeorentertained in the academic finance
literature. The (1,1) in parentheses is a standard notation in whichstheuinber refers to how many autoregressive
lags, or ARCH terms, appear in the equation, while the second nueibes to how many moving average lags are
specified, which is often called the number of GARCH terms. The conditianalince is a linear function of 1 lag of
the squares of the error termg; X (also referred to as the “news” from the past) and 1 lag of the past values of the
conditional variances;) or the GARCH term and a constant .

Following Liu and Pan (1997), this paper allows innovations in tige Bhd Japan to influence the equity return
of Asian emerging markets through the error term. The importanceodtlling the volatility effect in financial
markets during the financial turmoil has increased significantly lagick thas been a correspondingly large amount of
literature over time to address the issue. Currently, the GARCH models argsartimn most popular econometric
models used in academic studies.

The model used in our research is the ARMA(1,1)-GARCH(1,1) andeanfimarized as below.

3.1.Developed markets: the U.S. and Japan
We begin by specifying an appropriate ARMA-GARCH model, daily retofrite U.S. and Japan. We assume

that the U.S. and Japan stock market returns are not affected by other madkétese returns are estimated through
the following ARMA(1)-GARCH(1,1) model with the mean and varianceaiquos:

4

I :¢01+¢1ﬁ—ﬁ,+¢ﬁ—1,+zdj D, +é&, 1)
=

&, U N(O’Gtz,i)

Jt2,i = Oy, +a10_tz—n +0‘2€t2—1, (2

where', is the daily stock index returm;represents the U.S. and .Japﬁh-;yt is dummy variable for Monday,
Tuesday, Wednesday and Thursday respectively;garid the residual.

The residualg, is the short-term fluctuation which expresses the unexpected ewvemis,nformation or
innovation in the U.S. and Japanese stock markets and spreads to esghewsirging markets and Vietnam. The
larger the residuals are, the more likely they spread to Asian markets.ofégeteé residuals are employed to capture
to the spillover effects from the U.S. and Japan to Asian markets.

3.2.Emerging markets and Vietnam

On the assumption that Asian markets could be affected by both$hendl Japanese markets, we consider the
case where the international transmission from the U.S. and Japanese malketxist in terms of the mean and
volatility effects. We construct a mean and volatility spillover model that detiigive shocks from the U.S. and japan
as an exogenous variable in a ARMA-GARCH to the Asian markets by subsgtitiii residual derived from equations
(1) and its square from equation3 @2 the U.S. and Japan market into the following ARMA-GARCH model.

Due to different trading time, a shock in the U.S. stock market during dély not be reflected in the Asian
emerging stock markets until dayl. As a result, the appropriate pairing is tim#& for the U.S. and time for the
Asian markets. Furthermore, as shown in Table 1, the Japanese marketde&l@s than other Asian stock markets,
except for Taiwan. Therefore, the appropriate pairing is tirhiefor Japan and timefor Taiwan, and it is time for
Japan and timefor Hong Kong, Singapore, and Thailand.

That is, our model is given by:

For the Taiwanese market:

4
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For others:
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Where €5, ; and eUSt_1 are the residual and the square of the residual for the U.S. market estimated
equation (1) and (2). The model allows us to model the volatilityrirasgon spillovers between markets, with the data
generating processes for the time-varying covariances acrosstsmadther than an unconditional consistent shock.
We allow for mean spillover effects by including residual of S&P&AA Nikkei225 retrieved from the equation (1)
and include the residual squares obtained from Equation 2&@600and Nikkei225in variance equation, to capture
the volatility spillover effects. The coefficient,s , 4,, captures the mean spillover effect (cross-mean spillover) and
the coefficienty, 5 , 7, captures the volatility spillover effect (cross- volatility spillover) from tHe and Japan .
Statistically significant values fo¢1 and o, respectively, indicate the influence of own-mean and own-volatility
spillovers from previous returns of Asian markets returns. Notice that thef thg residuals of the U.S. and Japan is
used due to different time zones between the US and Japan.

4. Data

Fuelled by an increase of capital in recent years, the stock markets of théngmaaigkets in the Asian region
have experienced a rapid growth. Data employed in the thesis are daillecdjlesing for 8 indexes of emerging
markets in Asia, namely Taiwan, Korea, Indonesia, Philippines, Chiralamtl, Malaysia, Indian (as classified by
Morgan Stanley Capital International (MSCI) 2015). In addition, Vietnam's marakstoisonsidered. As a result, stock
indices used are TSEC weighted index TWII (Taiwan), Kospi Index KS1le@{odakarta Composite Index JKSE
(Indonesia), PSEi-Index PSEI.PS (Philippines), SET Index (Thailand), KLSE (8i@lap&P BSE SENSEX Index
(Indian), Shanghai Composite Index (China), and VN-Index (Vietn@hg data are retrieved from Yahoo Finance and
Datastream. The sample period spans from January 2, @200y 31, 2017. Daily returns data is able to capture most
of the possible interactions.

For the U.S. stock market, we used the Standard and Poor 50G08§hdex, which is a market value weighted
index and one of the common benchmarks for the U.S. stock market. Bxeimctudes 500 leading companies and
captures approximately 80% coverage of available market capitalization. For the Japaciesearket, we employed
the Nikkei225 Index, the leading and most-respected index of Japoeks. It is a price-weighted index comprised of
Japan's top 225 blue-chip companies traded on the Tokyo Stock Bgchaime Nikkei is the most widely quoted
average of Japanese equities, represents roughly 50% of the total market capitédizét® Tokyo Stock Exchange.

The number of observations is approximately 4300 for each codtteydata for the whole period are illustrated
in the Appendix A. The data of stock price exhibit large fluctuations guhie whole period. The paper analyzes the
exogenous effects of the U.S. and Japanese returns and volatilitiesaarcésitries.

Table 1: Emerging Markets as Classified by MSCI
MSCI EMERGING MARKETS INDEX

EMERGING MARKETS

e —
Brazil Czech Republic Russia China Pakistan
Chile Egypt South Africa India Philippines
Colombia Greece Turkey Indonesia Taiwan
Mexico Hungary United Arab Korea Thailand
Peru Poland Emirates Malaysia
Qatar

P

https://www.msci.com/emerging-markets

The stock indices and their home countries are presented in Table 2. Alstgut@sertheir trading hours in both
local and UT time for the purpose of studying the same effects.Abecaeen from the table (TradiUTC column),
the U.S. market closes later than the other Asian stock markets; therefavek ingihe U.S. stock market during day
will not be reflected in the Asian emerging stock markets untiltélhy Thus, the appropriate pairing is timé for the
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U.S. and time for the Asia markets. Furthermore, as Table 2 shows, the Japanese n@dsetdsarlier than the other
Asian stock markets, except Taiwan. Therefore, the appropriate pairing is-liffee Japan and timefor Taiwan, and
it is timet for Japan and timefor Hong Kong, Singapore, and Thailand.

The indices are transformed to a daily rate of return as below, which are defthedhatural logarithmic returns

in two consecutive trading days:

. = In(p,) -In(p,.;) = ln(ﬂ
Pt1

Wherer is the daily log returrp, andp,_, are the daily adjusted closing price of each stock indices at time t

and t4.
Table 1 Indices, home countries, time-zones and trading hasi in local and GMT time
Index Country Time-zone Trading - local time Trading - UTC
Open Close Open Close
S&P 500 The U.S. UTC-5 9:30 16:00 14:30 21:00
Nikkei 225 Japan UTC+9 9:00 15:00 0:00 6:00
TWII Taiwan UTC+8 9:00 13:30 1:00 5:30
KS11 Korea UTC+9 9:00 15:30 0:00 6:30
JKSE Indonesia UTC+8 9:30 16:00 1:30 8:00
PSEi Philippines UTC+8 9:30 15:30 1:30 7:30
SET Thailand UTC+7 10:00 16:30 3:00 9:30
KLSE Malaysia UTC+8 9:00 17:00 1:00 9:00
S&P BSE SENSEX Indian UTC+05:30 9:15 15:30 3:45 10:00
Shanghai China UTC+8 9:30 15:00 1:30 7:00
VN Vietnam UTC+7 9:00 15:00 2:00 8:00

The plots for the daily log returns fluctuate around a zero mear{ger 1). Each of all series appears to show
the signs of ARCH effects in that the amplitude of the returns variegioer

Volatility clustering— the periods of high volatility alternate periods of low volatilitgan be observed (large and
small swings tend to cluster, see FigureAbusing the terminology slightly, it could be started that “volatility is
autocorrelated”. Observing the time series data set of returns, we see that there exists heteroskedasticity iodide m
However, we cannot determine whether this is enough to warrant consideration

Descriptive characteristics for the daily stock index returns of emergirigetaare given in Table 3.

It can be seen that the average daily returns are positive (except forwitWlnegative mean returns) but
negligibly small compared to the sample standard deviation. Six out of A&sggmt markets (with the exception of
China and Taiwan) have a higher return than the the U.S. and Japais Whig the mean is often set at zero when
modelling daily portfolio returns (Figlewsky,1994), which reduties uncertainty and imprecision of the estimates.
PSEI shows the most extreme values of daily market returns compatiee test. China has the highest standard
deviation whereas Malaysia has lowest.

The returns series display similar statistical properties as far as the thirmuatidmioments are concerned. More
specifically, the returns series are skewed (either negatively or positasedlythe large returns (either positive or
negative) lead to a large degree of kurtosis. Excess kurtosis is arenebpeakedness or flatness of data in comparison
to normal distribution. Both the indices show evidence of fat tails (legtoksince the kurtosis exceeds 3 (the normal
value), implying that the distribution of these returns has a rmhickert tail than the normal distribution. As we know,
skewness is a measure of symmetry, which is equal to zero forahdistribution. The skewnesses of all markets
(except PSEI.PS) are also negative, indicating that the distribution has anetggrtait extending out to the left and is
referred to as “skewed to the left”. This leads the standard deviation of all markets which presents the “risk” is
underestimated when kurtosis is higher and skewness is negative.

The Ljung-Box (LB) Q statistics for daily stock returns of both assetbighty significant at five-percent level
indicate the presence of serial correlations. Furthermore, the Ljun@Btatistics for squared returns are much higher
than that of raw returns indicate the time-varying volatility. The p-valWeahTest shown in the last row are all zero
to both places, resoundingly rejecting the “no ARCH” hypothesis.

Furthermore, the presence of serial correlations and time-varying volatditg the traditional OLS regression
inefficient. These features of the data lead us to consider the GARCH tyeésrtisdt can accommodate time-varying
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and persistent behavior of volatility of returns. We start modeling with ARM)- GARCH(1,1).
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Figure 1: The daily returns of stock indices

Table 2: Descriptive statistics of indices

z us N225 | BSE | China | JKSE | KLSE | KS11 | PSEI SET | TWII VNI
Mean 0.0001| 0.0000| 0.0004| 0.0001| 0.0005| 0.0002| 0.0001| 0.0003| 0.0003 - | 0.0004
0.0001
Min - - - - - | -0.0998 - | -0.1309| -0.1606 - -
0.0947]| 0.1211] 0.1181] 0.0926] 0.1131 0.1237 0.1013]| 0.0766
Max 0.1096| 0.1323| 0.1599| 0.0940| 0.0762| 0.0450| 0.1128 | 0.1618| 0.1058| 0.0700| 0.0664
Std.dev 0.0124| 0.0154| 0.0151| 0.0162] 0.0137| 0.0081| 0.0154| 0.0131] 0.0135| 0.0139]| 0.0155
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Skewness -0.8163 0.3595| -0.7567

0.2659| 0.4113] 0.2082| 0.3140| 0.6214 0.5326 0.4060| 0.3062

Kurtosis 8.6710| 6.1992| 7.7607| 4.8561| 6.0801 | 10.6911| 6.0148] 16.0136| 10.1317| 4.2050| 2.9301

LB Q-statistics

Daily Returns

LB (12) 83 32 46 22 69 99 21 64 63 42 400
0.0 0.0 0.0 0.0 0.0 0.0 0.05 0.0. 0.0 0.0 0.0

LB (24) 150 52 61 57 81 110 37 90 78 50 450
0.0 0.0 0.0 0.0 0.0 0.0 0.05 0.0 0.0] 0.001 0.0

Squared Daily Returns

LB (12) 4200| 2800| 1100 820| 1200 400| 1800 180 690| 1100| 9300
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

LB (24) 6500| 3400| 1500| 1400| 1500 490 2800 210 740 1800| 14000
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

1200 930 420 350 530 210 640 130 450 430| 1700
ArchTest
(12)

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

5. Empirical Results

Empirical models for these Asian markets are as below:
4
= ¢o + ¢1rt—l+ ¢2‘9t— 1t zdj Dj it /703 Qsp1t )'JPeJP,t"' &y
j=1

g 1 N(0,67)

2 2 2 2 2
Oy =@+ & 1+ 0 1+ Vus®s 17 36€5p,

The dummy variable for day effect is insignificant in most countriemé@an equation, indicating there is no
weekday effect in mean returns. It is worth noting that markets vaagreffect is present, the dummy variable has a
negative sign and most falls on Monday. This result implies therdiffeeence between stock returns on Monday and
Friday on these markets which is consistent with prior studies. Accordihghyaverage stock return on Monday is
negative and lower than the other weekdays. The Monday effect is aofammefficient market when the Monday
average return is affected by return of the other weekdays, especidigttReiday. Reactions of investors on Monday
are normally unfavorable, resulting in a negative average return. Ténis$ isfrelated to financial behavior of investors.

Coefficients ¢, in the US, Japan, Malaysia, Korea, Taiwain and Vietnam are positive and sighifstaggesting
that stock returns on Asian markets today are affected by stock retuinesppevious day. The negative and significant
coefficient @, for Indian, Indonesian, Philippine and Thai markets indicates that there impact of return on the
previous day on the today return.

The statistically significant vaésof A, , 4,5 suggest that returns on the U.S. and Japanese affect the conditional
mean of the considered Asian markets returns (e.g. cross-mean eshillbhie results for the conditional mean
equations show statistically significant positive mean spillover effect fhent).S. and Japan returns, indicating that
high return in the two those mature markets are followed by kiginns in the Asian markets. Global financial markets
display a higher degree of correlation owing to globalization and more effdigsemination of information. Stocks
are more likely to be affected by developments in overseas markets.

Another noticeable finding is Japan has a stronger influence on KareththU.S. (0.370 versus 0.210) while the
U.S. has a stronger influence on Taiwan than Japan (0.436 verf9% Ultese effects are likely due to the strong
economic relationship between JaparKorea and the U.S- Taiwan. However, these effects cannot be so easily
explained and and require further study for explanalibetmam’s stock market exhibits the lowest influence from the
U.S. compared with other examined markets. This is perhaps due to the tigat captrol by the Viethamese
Government.

On the other hand, in terms of the volatility spillover, the estimat€&A&tCH parametergr,, o, for for Asian
markets are significant and the sum of these two coefficients which meathegeersistence of volatility is close to
unity. The parameter estimates for the conditional variagmge o, are highly significant, indicating that the
conditional variance process of the Asian markets returns is indeedvéirying. The own-volatility spillover effect
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from the previous volatilityer, is highly significant whereas the cross-volatility spillover effectrfrthe U.S. and
Japan is insignificant. The statistically insignificant values jfgg , 7 ;pindicate there is no influence of volatility
spillovers from the U.S. and Japan to the Asian markets. Possible redakantheir volatility is mainly explained by
the Asian own volatility.

These diagnostics show that the residuals of the models are reasonadbbghaedd The portmanteau LB
statistics in Panel B of Table 4 evaluate the serial correlations in the thegaared standardized residuals of the
model up to lags 7 and 9 and find that most of the conditional depenidetimeereturn has been modeled reasonably
well.

6. Conclusions

This paper focuses on investigating the transmission volatilityspilidver effects from the U.S. and Japan to
eight Asian and Vietnamese stock markets by exploring the level oftiomadl correlations between markets from
January 1st, 2000 to May 31st, 2017 using ARMA(1,1)-GARCH(hddels. The results provided interesting findings
which contribute to the understanding of the time-varying naturmesin and volatility spillover effects between
developed and Asian emerging stock markets. We allow for mean spillogetsdfl including residual of S&P500 and
Nikkei225 obtained from the equation (1) and including the residuarasgwbtained from equation (2) for S&P500
and Nikkei225 in variance equation to capture the volatility transmissifects. The results do not support the
evidence of the day effect on all markets. For markets where the day éffexctyy variable has a negative sign and
most fall on Monday. We also found clear evidence that the retutthe &f.S. and Japan exarpositive influence on
the returns on Asian markets. In addition, the cross-volatility spillefierct from the U.S. and Japan returns is
insignificant whereas the own-volatility spillover effect from Asian regutself are highly significant.

These results are important for economic policy makers in order tousadeghe financial sector from
international financial shocks. The investors can use this informatiagohstructing efficient portfolios to reduce risks
and enhance returns.

The majority of recent studies of international prices and volatility focughe developed markets. Thus the
present paper also contributes to the literature by broadening the fothes efisting evidence. Further research is
necessary for investigating the mean and volatility transmissionghroultivariate GARCHM-GARCH) models
The ability of capturing cross-market spillovers increases with MAR@dispation because of its advantages.

Table 3: Empirical Results

US |N225 |BSE | China | JKSE | KLSE | KS11 |PSEI |SET | Twi | VNI
% 0.0001| 0.0003| 0.001* | 0.001 | 0.002* | 0.001* [ 0.000 | 0.001* | 0.002* | 0.0002 | 0.001*
0.9%* | 0.934% | * 0.988* | ** * | 0560% | * ** 0.626% | *
®, _ *k - *k - 0330* - - - *x 0.100*
, 0.93%* - 0.982* | - 0.288% | * 0.579* | 0.034* | 0.971* | - 0.120*
* 0.944% | ** 0.986* | ** - -0.000 | 0.137* | ** 0.66* ;
d, 0.001 | ** 0.979*% | ** 0.200* | 0.001 | -0.001 | 0.979* | * 0.001*
d, 0.0003| - ** -0.001 | 0.378* ] 0.000 | -0.001| ** 0.000 | **
0.0005 | 0.0004| 0.000 | 0.000 | ** 0.001* | g oo1* | -0.000 - 0.000 -
d; | 0.0004| 0.0001| 0.000 | 0.000 | - * * 0.000 | 0.002 0.002*
0.000 | 0.0000| - 0.003* | -0.000 | g 210* | 0.336% | * 0.0005| **
4 0.001 | 0.000 | 0.002% | ™ -0.000 | ** *ox - 0.0002 | -0.001
As | 0.000¢ 0.133+| * |-0.0011.0.000| 0.370* | 0.143* | 0-001* | 0.436* | -0.001
A * b 0.058* | 0.001 | 0.141% | o * *ox 0.082*
| 0.104* | 0.000* | 0.220* | ** | -0.001 | 0.000 | 0.000 | 0001 | 0.009 | *
o, *x 0.11%* *k 0.147* | 0.206* | 0.122* | 0.075* | 0.120* - 0.000 | 0.051*
0.88* | * 0.000 | ** ™ = | ogz0¢| * |0001%  gpg3r| **
% + | 0869* | 0.102*| 0.00 |0.205* | 0.000 | +* | osso*| x| 0.000*
a, xx w | 0.076% | ** 0.140* | goo0 | * | 0142" | ggam | =
0.886* | ** |0.000" ) * 0.000 | 0.000 x| 0.257*
Yus | 59573 o | 0920 | 0.819* |  7g6g| 0.000 | 9200°| 0000 | **
Ve 53 | 3.163 | 0000 | * 01237} 4 | 2352 0. | 0000 07427
Lg Q- | 04989| 0.3733| 0.000 0.00 .| 0.006 | 0.6082| 0.8504| “, 1.7710
Statistic | ©.8866| 5.219 | 1.5328| 0.00 | 0.852" | 0.004 | 50880| 4.674 0.138+ | 0-9870 0.000
sed 0.1393| 0.7458 | 4.3075| 0.1933| 0.000 | 0186 | 0.4339| 1.2462 0.807+ | 0-8540| 2.948
Residuals| 5-979 1 0.6177| 7.110 | 0.000 | 7.478 | 6.642 4 o 2.8823| 0.675
LB(5) 0.0910| 0.9140| 8.668 | 0.1178| 2.728 | (.884 0.8019 9 4.491
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LB(9) 8.296 | 1.4685| 0.0200| 2.7981| 0.6452| 1.3845| 0.0632| 2.4567| 0.000 | 0.4290| 0.5123
Squared | 0.1127 0 1.2322 2 3.622 | 0.7683 8 2 0.000 | 4.8002| 5.825
Standardi 0.9581| 0.1531| 0.4452| 0.7758| 3.3876| 8.616 | 0.8441| 5269 4 0.100
zed 8.668 | 3.9467| 6.232 | 0.6936| 0.0973 0.175 | 0.4593| 7.432
Residuals 0.200 9 0.0792 1 6.302 0.166
LB(5) 0.5979] 6 0.153
LB(9) 7.960 0.2310
0.1312 0.9902
4 0.3395
0.9996

Parentheses include the p-value. *, ** and *** indicate significanid®a5 and 1% levels, respectively
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ABSTRACT

This research aims to evaluate the current state of technology of entempridesnam in comparison with sever|
countries in the AEC economic community, thereby to propose severalmecmhations to Viethamese enterpriseq
order able to promote technology innovation activities, create competitiveitesnterprises in the region.

Qualitative research methods are used through statistics and comparative descriptiatadroollected from variou
sources: WEF, World Bank, CIEM, General Statistic Office. The study reshdis that Viethamese enterprises g
have many limitations in technology, originated from their small busireeds &apital and labor), the current resed
capacity is still low, the funding for this activity is not high anel iccessibility of the capital is still difficult.

According to the Global Competitiveness Index, Vietnam's science and techimaleggs are low compared to oth
AEC-developed countries, which shall be a major barrier for Viethamese emgtorisave to overcome to be able
create the competitiveness when entering the global market. From then onthitvs @uoposed solutions for tw
subjects, enterprises and government, to help Vietnamese enterprises to oteicbareier.

Keywords: enterprise; innovation; technology; transfer; integration

1. Introduction

The enterprises are the subject of the national economy and have atamnpae in supplying products, goods
and services to meet the requirements of socio-economic development witey @nd "the standard of living of a
country depends on its ability to produce goods and servicesh[¥]jetnam, the role of all economic sectors has been
identified by the Party and State at the XI National Party Congr@ssdévelop diversified forms of ownership,
economic sectors, types of enterprises; To proteet legitimate rights and interests of owners ofeds under
ownership forms and types of enterprises in theneow."

Over the past 30 years of implementing the reform policy, Vietnamjdined in regional and international
organizations such as ASEAN, APEC, WTO, AEC, EAEU, EEA and Asiaffaan Economic Agreement, and been
completing all procedures for participation in the Trans-Pacific Partnersti®®)(PRgreement. Deepening our
engagement with international financial institutions, countries in the regiothandorld brings many opportunities
and challenges for us, in whi under the enterprise’s angle, the increasing of the competitive capacity is very urgent.

Vietham's enterprises have gone through a periotthef closed economy" "subsidized by the state" and the
playground has now expanded both in the width and the depthe Width, it is the size of the regional market (AEC)
with more than 600 million inhabitants, the average annual GDP is abautl®2 USD [17]. In the depth, we have to
compete with a lot of businesses in the region on many different aspects.

In terms of potentials, our businesses are mainly small scale, laickan€itl resources, human resource quality,
labor productivity is still low; the application of technological advances igednthere are not many innovative ideas
to increase labor productivity and increase the competitiveness of enterptlsesnarket; If this situation is not being

* Nguyen Anh Tuan. Tel + 84912017367
Email: tuanna@uel.edu.vn
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improved, Viethamese enterprises will not be able to compete with large corpoiatihie region, which will make
the economy to be dependent on stronger countries such as Singaporsiayialailand, etc.

This is undesirable as we have been deeply integrating into the regidrgibbal economy. In order to avoid this
challenge, enterprises are required to be aware of and enhance their compsttive particular to pag serious
attention to the application of technology innovation in a responsible and rigdgonanner.

The study looks at the current state of enterprise development in Vietnamssesses the current state of
technology, thus providing a number of recommendations to speetie process of technological innovation in
Vietham, to contribute to enhance competitiveness in the enterpriseg@ampThe structure of the study, in addition
to the introduction and concluding paragraphs, there are (1) theoretical Pagshfiology innovation at the enterprise
level in Vietnam; (3) the causes of technological limitations of enterprises in Vietnam.

2. Theoretical basis
2.1.Enterprises

The 3" economic principle clearly statddarketis the best way to organize economic activities [5]. Thus, if the
market itself operates, each person providing different products, it wilsalge the problem of supply and demand in
the economy. However, considering the car production, this is a preleas requiresa deep specialization and
coordination between production processes.

Why a car cannot be produced by a group of individuals workihgpiendently and contracting when appropriate,
rather than hiring a particular automobile manufacturing company? Easbnpean take on different tasks: the
designer, the iron purchaser, the steering wheel producer, the rad@dacer.. and so on, the work is carried out,
coordinated with one another at an agreed fee level.

In principle, a car can be manufactured by independent laborers, copapietion it can be assembled and
operated. However, this mode of production is extremely inefficiedt aostly. With this method, who will be
responsible for assigning tasks to each person: who designs, widaotares the assembly, who assembles etc. and
the cost of each job?

When there is any change in design, then it has to change all the praresgescesses, re-negotiate the price
etc. Therefore, the enterprise appeared with the role of direction ardsleeway of coordinating between departments
and individuals to ensure the goal of maintaining the productiorcr@ading the products and using the inputs in a most
effective way. Thus, the emergence of the form of business isawiable rule and the true function of the business is
to save costs by turning the transaction relationship in the market entasfigned relationships, the collaboration
within an organization [4].

In addition, in order to explain the reason for the formation of tistnkess, the economic management curriculum
(2005) [8] outlined 3 reasons for forming corporate entities:

Firstly, the economic efficiency of specialized production, mass production.

Secondly, an enterprise as a patrticular, socially independent, economic entity is affolemonstration of the
principle of centralized democracy in the organization of social produditoe independence of enterprises, especially
in terms of finance, creates the direct ability to exploit investment resofocgwoduction according to market
principles.

Thirdly, enterprises are formed to perform the function of managing, organtmogdlinating and supervising
inputs to ensure that they are used effectively to meet the expectdtitmes ppoduction owners. In order to perform
this function, enterprises must be independent with each other, compete agdinsthea, and rely on appropriate
management philosophy to achieve their objectives in the most effective way.

According to the approach of economics, enterprises are first and féeramesonomic organization with the
function of organizing and using input factors to produce apiatepoutputs [4]. Demonstrating its active role, by
definition, is an independent business unit that decides on incomen@vety and is entirely responsible for any losses
in business.

The Law on Enterprises of Vietnam also stipulates that enterprises are @congamizations which have their
own transactional names, assets and transaction offices and have registetrditess according to the provisions of
law [10]; continuoudy performing one, several or all stages of the investment procasspfoduction to marketing of
goods or provision of services on the market for profit-makingoses. Forms of enterprises as prescribed include:
limited liability companies, joint-stock companies, partnerships and privigeses.

Thus, in essence, the criteria for identifying enterprises include [8]:

An enterprise is an economic unit which has the legal person statusaa independent rights and obligations,
has the legal capacity and act capacity to engage in relevant economic andilétietac

The business must register the business, is licensed to operate anct @snusiness activities in accordance
with the regime and procedures of the particular country.

The purpose of the enterprise is to maximize profit (for business @s&grpr to achieve the highest socio-
economic efficiency (for some special enterprises in the form of puilitg ar particular Government regulations).
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2.2.The role of technology and technological innovatioin the development of enterprises
2.2.1.The concept of technology

According to UNIDO (United Nations Industrial Development Organization), téobypds the application of
science to technology by using research results and processing itsitematic and methodical way. According to the
Economics and Social Commission for Asi@acific— ESCAP, technology is the knowledge system of process and
technology of processing materials and information.

In addition, the Vietnamese Dictionary of Science has approached and gathereddot@epts of technology in
different approaches: (1) science; (2) technical means; (3) a set otpfoduaulations; (4) parts to ensure production
and service; (5) approach from a production perspective to trangfiputsiinto outputs; (6) High-tech is the latest
scientific material and organizational structure.

Although approaching from a variety of perspectives, it is possilgerieralize that technology is the synthesis of
methods, tools, and means based on the application of scientific knowdeggigeluction and life to create the products
and services to meet the material and spiritual needs of ptople

2.2.2.Technology transfer and improvement

Production technology contributes to creating products, improving the matediasparitual life of people.
However, human needs are always infinite, so in order to meedrhaeeds, technology also needs to be renewed.
Technological innovation is understood as the process of inventingiogeg and marketing new products, processes
and new technologies.

Technology innovation is the result of three successive stages: tiotveninnovation - spreading
(commercialization) [9]. At present, in the modern world, "technology viation is the replacement of existing
obsolete equipment with modern equipment, replacing the old productionspradgdn newer and more modern
production processmore advanced than the processes are being applied, and at the sameatimecéss is the
process of qualitative changes of other elements in technology simprasing the production capacity of employees,
innovating the organizational measures to manage the technology elenpeat®ssing information to improve or
produce new products to meet the increasing demands of consi@hers"[

Therefore, technological innovation consists of two main forms: (larashd innovation: improving existing
technologies, making it more perfect, while (2) radical innovation is to credgereénolutionary new technologies.
Advanced innovation aims to improve and petrthe existing technologies, so it takes less time, cost and rigskeor
enterprises.

At the same time, radical innovation is about creating new technologies sem&extent it can be said that it
creates a new trend, creates a real competitive edge for the enterprisesitiolding

While advanced innovation enhances the perfection of old technologgness the productivity of laborers
radical innovation can create a new trend in consumption, irecckamsand for business development and affirm its
postion in the market. Therefore, if the enterprise has the programs tst,imweovate in technology, it will make the
production technology more and more perfect, contribute to improvedtdaqgt quality.

With variety and high-quality products, enterprises can enhance the attentiappaadiation of customers. Since
then, technological innovation can help businesses expand their marketdyndomestically but internationally. In
summary, technology and technological innovation increasingly play anrtampaole in the development of the
enterprise, which (1) improves product quality; (2) expand theehaHhare so that it (3) creates competitive advantage
over other enterprises in the market.

In order to obtain the innovation and advancement in the technologntefprises, while the enterprises
themselves need the investment and innovation, the improvexaerdlso be derived from the spreading impacts of
industry organizations. In particular, technology transfer activities are evedichs factors that have a decisive
influence on the prosperity, speed and efficiency of socio-economiatogenent as well as the quality of life of many
countries in the world [14].

From a business perspective, it is possible to understand that techm@ogfer is an activity aimed at
introducing advanced technology into production through the applicatiscientific research results to production or
the application of a technology. Finished from one enterprise to another.tidermlogy purchase and an education
and training process for the use of acquired technology [9].

Although there are many approaches to technology transfer, there amlomonty basic contents: (1) There are
two parties involved: the transferee and the transferor. Objects anectenologies. (2) Transfer is not just the delivery
of tangible assets; it also includes intangibles such as management, edueation, af the laborers to capture, use the
imported technology proficiently and even adapt, improve its

Technology transfer can take two forms: vertical transfer and horizeamafer. Longitudinal technology transfer
is the result of scientific research (which has been completed in the trial prodiiagiennot just in the laboratory)ant
production. Horizontal technology transfer is the transfer of a piece ofdlegyn(from which only well-established
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products are marketed) from place to place, from one country to anotimeriie to another enterprises [15].

The objects, as well as the mode of technology transfer are alsoleetijuh which can be expressed in many
forms: (1) license trading; (2) production cooperation; (3) technologgfaawith basic investment; (4) trade clearing;
(5) consulting services; (6) import the technology talent. In addition, démdw transfer is carried out at various levels
depending on the level of the transferee and the intentions of the pactieassy(1) knowledge transfer; (2) give the
key; (3) product delivery; (4) transfer the market.

So, in order to get technological advances, besides the need for busiogsgest and improve internally, they
can receive the transfers from outside. These are two basic activities tidbute to the competitiveness of the
technology that businesses always need to pay attention to invest aviimgptheir competitiveness, especially in an
open economy today.

3. The technology status of Vietnamese enterprises
3.1.Overview of the development of Viethamese enterpes

By December 312014, Vietham has more than 402 thousand active enterprises, increasintpamol,4 times in
2010. On average, this year the number of enterprises increased by 9.5%.

According to the type of enterprises, there has been a gradual shifdsorgducing the share of state-owned
enterprises and increasing the shareasistate and foreign-invested enterprises (FDI), as shown in the following table.
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Figure 1: The number and growth rate of Viethamesenterprises in the period 2010-2014

Source: General Statistics Office, Production ausifiess results of Vietnamese enterprises in theg2010-2014
(page 9)
Table 1: Number of enterprises in Vietham for the priod 2009-2014

Number Proportion (%)
Type 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014
Zt]":‘éfprisesowned 3360 | 3281 | 3265 | 3239 | 3199 | 3048 | 1,42 | 1,17 | 1,01 | 0,93 | 0,86 | 0,75
Centers 1806 | 1779 | 1798 | 1792 | 1790 | 1703 | 0,76 | 0,64 | 0,55 | 0,52 | 0,48 | 0,42
Provinces 1554 | 1502 | 1467 | 1447 | 1400 | 1345 | 0,66 | 0,54 | 0,45 | 0,42 | 0,38 | 0,33

Non-state owner| ,,qq76| 268831 | 312416| 334562 | 359794 388232 95,81 | 96.23| 96,22 | 96,48 | 96,40 | 96,50

enterprises
Private
. 47840 | 48007 | 48913 | 48159 | 49203 | 49222 | 20,22| 17,18 15,06 | 13,89 | 13,18 | 12,23
companies
Partnerships 69 79 179 312 502 507 0,03 | 0,03 | 0,06 | 0,09 | 0,13 | 0,13

Limited liability

. 134407 | 163978| 193281| 211069| 230640| 254952| 56,81 | 58,70 | 59,53 | 60,87 | 61,80 | 63,37
companies
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Joint stock
company with thel 1738 1710 1751 1761 1614 1536 0,73 | 0,61 | 054 | 0,51 | 0,43 | 0,38
statés capital

Joint Stock
Company without| 42622 | 55057 | 68292 | 73261 | 77835 | 82015 | 18,02 | 19,71 | 21,03 | 21,13 | 20,86 | 20,39
the Statés capital

Foreign-invested

. 6548 7248 9010 8976 10220 | 11046 | 2,77 | 2,59 | 2,77 | 2,59 | 2,74 | 2,75
enterprises (FDI)

100%  foreign
owned 5414 5989 7516 7523 8632 9383 | 2,29 | 2,14 | 2,31 | 2,17 | 2,31 | 2,33
enterprises

Joint  ventures
with foreign 1134 1259 1494 1453 1588 1663 0,48 | 0,45 | 0,46 | 0,42 | 0,43 | 0,42
companies

Total 236584 | 279360 324691 | 346777 | 373213 | 402326 100 | 100 100 | 100 | 100

Source: General Statistics Office, StatisticalYemk 2014, 2015

About the capital scalef enterprises, mainly small and medium enterprises, with the propoftiemerprises
with the capital of under 50 billion VND or more, accounting for898.by 2010 and falling to 92.9% by 2014.
Enterprises with a capital of more than VND50 billion occupied a small giopoin which the types of state-owned
enterprises and FDI enterprises occupied a high proportion.

Table 2: Scales of Viethamese enterprises by souroécapital

Year 2010 Year 2014
From 5| From 10 From 5| From 10
Type Under 51" 10|t 50| Qver 50| Under 517" 1510 50| Over 50
billion billion | billion billion | billion billion | billion billion
VND VND VND VND VND VND VND VND
Total
55,2 19 19,6 6,2 53 18,3 21,6 7.1
1. 1. Classified by
the types of
enterprises
State ~ owneq o, 71 27.1 59,7 4.6 5 24,1 66,2
enterprlses
Non-state owneq g g 19,4 19,2 4,7 543 18,7 213 5,7
enterprlse
FDI enterprises 19,4 10,4 31,2 39 20,1 9,6 29,6 40,7
2. Classified by
the  production
sectors
Agriculture  and 60,8 12,2 16,2 10,7 53 14,4 20,3 12.4
fisheries
Industry ———and 40, 18,7 24 9 434 19,5 26,1 11
construction
Services 58,5 19,3 17,4 4,8 57,3 17,9 19,6 5,2

Source: General Statistics Office, Business resiflifetnamese enterprises in the perid@10-2014 (page 19)

On the scale of labor, mainly under 50 employees (accounting0féf®in 2010 and up to 92.4% in 2014);
Remarkably, SOEs and FDI often have a large scale of employment2@¥gueople); manufacturing and service
industries with over 200 employees occupy a small proportion tdhadeltlowing table:
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Table 3: Scales of Viethamese enterprises by laborers

Year 2010 Year 2014
Type Less than| From 10 | From 50 Less than| From 10 | From 50

10 to 49|t 199 (e)r:’f:o 2eoeos 10 to  49|to 199 (e)r‘r’frlo 2eoeos

employees| employees| employees ploy employees| employees| employees ploy
Total 62 28,9 6,5 2,6 67,5 24,9 55 2,1
1. Classified by the
types of enterprises
State owned
enterprises 2,7 18,7 36,3 42,2 3,2 20,7 36,4 39,7
Non-state owed
enterprise 64 29 55 1,5 69,3 24,8 4.7 1,2
FDI enterprises 17,5 28,9 28,1 25,5 23,7 29,1 23,5 23,8
2. Classified by the
production sectors
Agriculture and
fisheries 29,7 47,9 15,8 6,7 49,2 34,8 11,2 4,8
Industry and
construction 42,1 38,8 12,9 6,2 50,3 33,3 11,2 52
Services 72,5 23,6 3,2 0,8 75,5 21 2,8 0,7

Source: GSO, Production and business results ofi&feese enterprises in the period 2010-2014 (pagHds)

3.2.The state of technology of enterprises in Vietnam

According to the General Statistics Office survey on the obstacles toebsisoperation of enterprises, the
criterion of machinery and equipment is considered as the obstacles racked snd third only after the financial
problem. This shows that technology as well as operation of Viethameserisategye problems that enterprises are

facing.

Mo, of ohserved oncs = 7,984

It

Basic  Tramsportation Compmumicstion
mifastructure infrestucture infrastrociure

111

Machines and  Skilled
equipments  emplovees

Labswr
SOUTCCS
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obstacle

Figure 2: Obstacles to business activities of Vieamese enterprises

Source: CIEM, DOE, GSO, Competitiveness and Entsepkevel Technologies in Vietham through the 2@L8vey

results (page 18)
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3.2.1.Regarding technology transfeAccording to CIEM survey, the origin of technologwnsfer of enterprises is
mainly from domestic enterprises, not from fore@rterprises, as shown in the following table:

Table 4: Main technology source

Source transfer Total Rate

Vietnamese enterprises, same industry 857 10,87
Vietnamese enterprises, other sectors 4355 55,26
Foreign businesses, the same industry 1270 16,12
Foreign enterprises, other sectors 1399 17,75
Total 7881 100

Source: CIEM, DOE, GSO, Competitiveness and Enisepkevel Technologies in Vietham through the 2@&L8vey
results (page 23)

This data table shows that among the surveyed enterprises, the maenafdechnology supply is from domestic
and other enterprises, which shows a low degree of internal spredirgidition to the technology level of
Vietnamese enterprises, they are often lower than foreign ones, so the restdatiechnology transfer from foreign
firms will likely affect the technology level of the Viethamese enterprises.

In addition, in the form of technology transfer, enterprises also give akeimportant assessment of the type of
transfer attached to the equipment. In addition, enterprises also pay attenterole tif new employees in the process
of technology transfer of their units. The surveyed enterprises assiesdedel of transfer with the equipment at 8.2/
followed by the newly recruited labor force at the level of 3.88Mis shows the level of high expectations of
enterprises in terms of labor qualification, especially quality labor.

5
45
4 36 3, 4
3.5 W Technology attached
3 with the equipment
55 m Purchase the technology
_-.’ From the group
= of companies
1,5 B From the suppliers
! m New employees
0,5
0 Mo, of ohserved ones = 7,930
Super senall ones (1497 Small ones (1049 Medium ones (30-299)  Big ones (3001) Tosal

Figure 3: Assessment of technology transfer channbl scales of enterprise

Source: CIEM, DOE, GSO, Competitiveness and Entseptevel Technologies in Vietham through the 2@&L8vey
results (page 21)

3.2.2.About technological innovation

This is an important activity to help enterprises to improve their researchtgaBased on available resources,
enterprises can invest in research, improvement and development mblogids that are not yet available in the
market.

In the CIEM's survey, among the 8,010 surveyed enterprises, only 514 esgsrfaccounting for 6.4%) invested
in some form of research and development. Among these activities, entengesesnly 4% of these activities as new
onesto the world, while 53.2% rated as new ones to the market, while 42.9% cexsttat the product researah
new ones to the enterprise. Thus, the level of technological innovation o&kiese enterprises has mostly stopped at
the level of technological innovation available in the product or market, ingeistiinnovation to create innovative
activities or the radical renovation is still being limited, shown in the following figure:
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Figure 4: The novelty of innovative research produts in Viethamese enterprises

Source: CIEM, DOE, GSO, Competitiveness and Entsepkevel Technologies in Vietham through the 2@&LBvey
results (page 41)

Meanwhile, the forms of innovation that enterprises perform mainlyairtlye research level (with the enterprises
that conducted the research). While the level of implementation of both reseaichadion activities of enterprises
only accounts for a very small proportion of about 1%. Up to 90Défiterprises do not perform these activities.

%0

= Only improve

m Improve and rescarch
w Not perform both of them
m Only research

No. of observed ones = 8,010

Figure 5: Percentage of enterprises implementing tdnology research and innovation in Vietnam.

Source: CIEM, DOE, GSO, Competitiveness and Eniseptevel Technologies in Vietnam through the 2GL38vey
results (page 44)

4. Technological constraints of Vietnam in correlation with some AEC countries

To illustrate the competitiveness of Viethamese enterprises in comparisosewdtal AEC countries, the authors
used data on WEF's Global Competitiveness Index (World Economic F@vond Economic Forum), shown in the
following table.

Table 5. Global Competitiveness Index of Vietham'Sechnology Compared to Several AEC Countries

Vietnam Malaysia Singapore Thailand Indonesia

Criteria o—-ccx-Ho0o—-clcx—|0— clcx—|0— c|lcx—|0— c|cx—

GCI index of 20152016 (total
140 countries) 43| 56| 523 18| 568 2| 464 32 452 37

GCl index of 20142015 (total

144 countries) 42| 68| 52| 20| 56 2| 47| 31| 46| 34

20132014 (total 148 countries) 42| 70 5 24 5,6 2 4,5 37 4,5 38
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20122013 (totall44 countries) 41| 75 51 25 5,7 3 4,5 38 4,4 50

20112012 ( total 142 countries) 42| 65 51 25 5,6 2 4,5 39 4,4 46

Criteria for technological availability

Availability of the latest

technology 4| 112| 57| 30| 62| 13| 47| 70| 48| 68

Acquisition of technology at th

. 39| 121 5,6 23 57 16 4,9 53 51 41
enterprise level

FDI and technology transfer 42| 81 5,5 5 6 2 4,9 28 4,6 54

Rate of internet users 48,3 73 67,5 45 82 24 34,9 93 17,1 113

Internet bandwidth / 100 people| 6,5| 79| 10,1 68| 27,8 23 8,2 73 1,2 106

International internet bandwidt

per user 20,7 86| 27,2) 77| 616,5 4| 468 55| 62| 111

Mobile subscriber bandwidth 31 83 58,3 48 | 156,1 1 79,9 23 34,7 76

Criteria for improvement

Capacityof improvement 3,8 81 5,5 7 51 19 4,1 54 4,7 30
Quallt_y pf scientific researc 33 95 53 20 56 12 4 53 43 a1
organizations

Companies investlin R & D 3,3 57 5,3 8 5 11 3,5 45 4,2 24
Cooperation between universitig

and enterprises in technolo¢ 3,3 92 5,3 12 5,6 5 4 45 4,5 30
transfer

The level of governmen 39 28 53 3 5 4 31 90 42 13
procurement of new technology

Avalllablhty of scientists ang 39 75 5.4 5 51 11 43 47 46 34
engineers

Inventions, - patents, technici ;| g1 96| 33| 127 14| 13| 66| 01| 102
applications / million people

Source: Compiled from WEF global competitivenegsore in 2015-2016

Among the AEC countries, the index of competitiveness related to technologynandtion of Vietnam is only
in medium rate. Vietnam is slightly larger than several other countridsasuCambodia, Laos, East Timor, Myanmar,
in the group close to the Philippines but far away from Singapore, Mlapsailand and Indonesi@n this report
Brunei does not have enough data to evaluate). In this report, the criterid telatietnam's science and technology
are almost alarming at the enterprise level, typical of the following criteria:

Firstly, the availability of technology in Vietnamese enterprises was onlyndspoankingl12" in 140 countries,
lower than that of Laos and Cambodia. This shows that the applicatiechoblogy at the enterprise level is still very
limited, we almost still use the backward technology.

Secondly, the acquisition of technology at the enterprise level of Vietham wapdi®s, rankingl21® in the
world. At AEC only was more than Myanmar and East Timor. Shsws that the technology barrier for Viethamese
enterprises is huge and our acquisition capacity derives from the quialitynman resources and the available
technological resources are not good enough to able to apply the new technology

Thirdly, Vietnam's capacity for improvement is only 3.8 points, irrB1 in the world, just above East Timor,
Cambodia and Myanmar.

In addition, other indicators of Vietnam such as (1) the quality of scieati@nizations; (2) level of investment
in R & D; (3) cooperation between enterprises and universities, resegatizaitions; (4) the level of availability of
scientists and engineers; (5) The number of inventions, patehissafulness of Vietham in relation to other countries
in the region are still limited. Our scores on these criteria are average, witst almsuperiority to correlation, while
high quality human resources have not yet metetiterprises’ needs and technological premises. Therefore, it is
necessary to put Viethamese enterprises in correlative relations with enterprisegparatioos in the same region in
front of many challenges and difficulties.
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5. The cause of technology limitations of Viethamese enterprises

It can be said that Vietnam's entry into the world market, in the immediates fatC will face a lot of
competition, in which the technology factor is becoming a hugdebaiw the development, directly affects the
competitiveness of enterprises. Main causes of major limitations are:

Firstly, Viethamese enterprises are mainly small (in terms of capital and labor), lmplalductivity (handicraft
production), limited technology (compared to other countries in the regidnthe world - in 2014 is 50.84 million
VND/ per person, much lower than other countries in the region sudiadand, Malaysia ...).

In addition, investment in technology of enterprises is limited. This sofrem the entemses’ financial
problems that have many difficulties; Equity capital is limited to accebfggtotechnology; while the accessing with
Government incentives is very limited. In addition, businesses are faaimg nisks when investing in new technology,
so they are also very cautious when mobilizing venture capital for thigyac
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Figure 6. Reasons to improve technology instead bliying technology
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Figure 7. Mobilizing capital for technological innovation

Source: CIEM, DOE, GSO, Competitiveness and Enisepevel Technologies in Vietham through the 2@&L8vey
results (pp 46.47)

Secondly, the elements outside thmsiness. The average annual bankruptcy rate in Vietnam is high,
accounting for 60% of the total number of new enterprises. Thiwskhat Viethamese enterprises are not oriented
towards sustainable developmearid also show difficulties from (1) competition from competitors in imatonal
integration process, (2) Domestic businesses are facing many tigBculhe percentage of bankruptcy enterprises is
shown in the table below.
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Table 6. Number and percentage of bankruptcy entenises compared to newly registered enterprises

o Year
Criteria
2011 2012 2013 2014 2015
Bankruptcy enterprises 52739 54261 60767 67823 80858
Newly-established enterprises 77552 69874 76955 74842 94754
The rate of bankruptcy enterprises / newly- 68,00 77.66 78.96 90,62 85.33
established enterprises

Source: http://cafebiz.vn/thi-truong/g@1-000-doanh-nghiep-chet-trongam2015-2015122612514818.chn and an
overview report on business situation and Socioneatc development tasks in 2014-2015

Among the components of the GCI, our institution rated at 3.7 hffastructure rated at 3.8 / 7 and the
development of financial markets also rated 3.7 / 7. These are very dificgtraints, inhibiting the development of
enterprises. In addition, the ease of doing business index providedebWworld Bank in 2016 highlightl the
difficulties in doing business in Vietham: the start-up of businesikéd 119/189), the protection of investors (ranked
122/189), tax (ranked 168/189); international trade (ranked 99/18%Rrumacy proceedings (ranked 123/189)The
administrative and managerial difficulties have reduced the competitivertbgsezfonomy which made the business of
Viethamese enterprises meet many difficulties.

In addition, although Vietnam has made great efforts in institutionalmefan innovation and technology
transfer, it is still slow and not synchronous, which does not coeatditions for enterprises to access the cagpital
finance, greatly influencing the development of the business.

6. Conclusions and recommendations

After more than 30 years of reform performance and the interahtémmpetition is more and more serious,
Viethamese enterprises are under a lot of pressure in the process aftioefreconomic integration from developed
countries. Although the development of enterprises has improved in reeest flowever, as an emerging market, the
majority of Vietnamese enterprises are still being limited in comparison withigfo firms. In terms of scale,
technology, access to capital; particularly technological factor that becomes abaajer to the development of
enterprises, because now that it becomes a common market in the regisifl, veee to compete with very strong
corporations from top countries such as Singapore, Malaysia, Thailand etc.

These enterprises are not only strong in financial potential but also veng $tr terms of technological ability
and creativity. In this stage, technology as well as creativity is a decisiwg facthe market's ability to develop.
Therefore, in order not to be weak in the process of the globalizitnegionalization that is going on very strong as
now, Vietnamese enterprises need to overcome this barrier to create strengtimspete with other enterprises in the
same region. To do this, according to the authors, a humisatugfons and recommendations proposed to enterprises
and management agencies as follows:

For the enterprisedt is important to focus on thenterprises’ sustainable development, not just the wave of start-
ups that are happening nowadays. In order to achieve sustainablepd@mioenterprises must emerge from the
technological potential, the scientific basis, the advancement and focus on theemamtagatters. Therefore, it is
necessary to identify technology as a key factor in determining the competsvamna development of enterprises in
the integration process.

Enterprises need to invest properly in research and development dad oatrat the enterprises. In addition to
radical innovations, which require abundant financial resources and iklghenterprises can focus on continuous
improvement and incrementally improve production efficiencyprowe the product, improve the process, renovate
models to enhance their competitiveness.

Within the enterprises, attention should be paid to improving the levedtadf, especially managers and
investment in R & D staff, and encourage employees to contributeetdebelopment of the enterprises through
competitions, advocacy programs to mobilize them to improve the yqoéléctivities in the areas of the production
process.

The current international economic integration process is both a challengisdan opportunity for Vietnamese
enterprises to expand their market. However, to take advantage of opportentéeprises need to capture inforroati
to be more dynamic in competition with foreign businesses. To deties,prises need to focus on marketing, research
and market development; collaborate with strategic partners to proactively &edasslogy transfer and improve
competitiveness.

In addition, the financial problem, especially the funding for research ineplation should be focused and
expanded by the enterprises. This funding can be extended in nffengrdiforms, not just from the owner's equity.
However, taking advantage of the support from the Governmenvestors, enterprises must also have the capacity
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shown through their research and development results.

For the GovernmenfTogether with defining that the enterprises as a driving force foroatic development, it
should be accompanied by the implementation of supporting policies. Ergsrpage difficulty in mobilizing capital
in production and accessing new technological advances. Therefore, taen@ent, besides promulgating support
policies, also needs to show concrete activities, closely monitor the implemerdhtmiicies to create an equal
environment for the enterprises to access capital and disseminate inforomatiew technologies in the world.

With the role of directing and creating the working environment, the Gowsrinahould first create an equal
"playing field" on the basis of clear, strict and transparent regulations. t@osify administrative procedures and
policies related to business and investment. In addition, as a functitirection, the Government should also provide
the necessary support to businesses operating in sectors that need to lagedcour

Improving the quality of research by scientific organizations as well as tradifghgquality human resources is
always the policy and direction of the Government. In recent @ overnment has concretized these policies with
specific policies such as autonomy of science and technology organizatioosraging autonomous and research-
oriented universities.

However, this policy also needs time to transform, along with theloigwment of resources to ensure that these
institutions are strong enough to be autonomous, so in the firstpén® government still needs to have appropriate
supportive policies, such as focused investments in nationwide highdeientific organizations, high-tech centers,
and the expansion of attracting the research talent from foreign countrieg(seas Vietnamese) to be back to work at
universities and research institutions. In addition, it is necesséiltbbridges between enterprises and scientific and
technological organizations through programs such as theirfaivducing new technology, dissemination of scientific
knowledge, etc.

Finally, the Government needs to continue to reform its institutionprpeiits macroeconomic management
functions: control the inflation, stabilize the exchange rate and interest rates,ehigs aifavorable environment for
enterprises to focus on the production and business, perform weldleein the economic development of the country.
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ABSTRACT

This paper evaluates the impact of board gender diversity on the penfagrof 170 non-financial corporations list
on the Viethamese stock market over the period 2010-2015. Researogdistiow that gender diversity measured
the proportion of female directors on board and the number d&léedirectors on board has a positive influence
firm performance. Besides, we found robust evidence that the boaditeabrs with three or more female memb
may exert a stronger positive effect on firm performance than atrdwo or fewer female members.

Keywords: Board Gender Diversity; Firm Performance; Listed Firm; Vietnam.

1. Introduction

In Asian cultures including Vietnam, there have been long held misconceptiang the role of women in
society. People in these countries tend to have preconceived notiorss gyeiider prejudice and point out that the duty
of women is only in their homes, taking care of families and dtfinghousework. Nevertheless, in recent years, the
position of women in families in particular and in society in generabkas strengthened a great deal. Women have
been engaging in as many professions as men have, particularly insiheds area. According to a report by the
Vietnam Chamber of Commerce and Industry (VCCI) in 2014, onevery four businesses would have female
directors on board. Alongside the ownership role in small and meglienprises, business women have assisted major
corporations, step by step, in coping with difficulties, growing atmvirsg for success, either at domestic or
international level.

Although Vietnam was successful in realising the goal of gendaligquoday’s women have still encountered
countless difficulties and limitations in different areas, notably in tH#igad and economic aspects. A range of
empirical studies suggest that, unlike males, females supposedly fall falothequisite qualities and talents to be
successful as they tend to associate themselves with friendliness aind shisd Gocial service-oriented model
rather than rewardingnegsefformance-oriented mogeblnd the latter is firmly believed to be a must-have quality of a
commander (Eagly and Johannesen-Schmidt, 2001). In addition, Ka@i&f) (argues that observers are inclined to
distort the image of female executives by closely relating their image emtimihity rather than the distinct qualities of
a leader. Indeed, in this regard, the role of women in Viethamese sodetpthaeceived adequate attention from the
government. According to the World Bank statistics, in 2014, there merely 23% of household businesses headed
by women, up to 71% of small and medium enterprises (SMEs) omnfzinale, and the proportion of female to male
employed stands at 88.7%. As shown from the World Bank suitvere till exist doubts and prejudices in Vietham
about whether the capacity and quality of women could contribute sigtiijicanthe development of enterprise
community in particular and the economy as a whole.

Unlike Norway, Italy or any other European nations where regulatiomsriging the number of women on the
board of directors appear explicit, there has been a lack of govermtesnention in this regard in Asian countries,
including Vietnam. Hence, along with the increasing social recognifitileowomeris role, this study aimsad clarify
the impact of board gender diversity on firm performance in Viethainglthe period from 2010 to 2015.

* Corresponding authofel.: +84 1699557815.
E-mail address: anhpd@hvnh.edu.vn
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2. Literature Review
2.1.Theoretical Background
2.1.1.Agency Theory

Agency problems arise in businesses when the managers aict thet best interests of the shareholders. A
solution to this issue is to extend the supervision by the board otaigeE&ama and Jensen (1983) argue that the
efficient guidance and monitoring from the board is the key to minighsiich conflicts of interest. Gender diversity is
believed to help enhance board oversight since hiring members witleniffemckgrounds might help fortify diversity
in multiple aspects of supervision, and as a result, a wide range of questitthde raised in the board to illuminate
the status quo. Since women tend to assume their responsibility @hibagarnest, this might lead to more civilized
behaviors, and thereby strengthen the quality of corporate gover(@ingd and Vinnicombe, 2004). There is ample
evidence that female members appear more proactive in monitoring actieitiesstance, Gul et al. (2008) found that
boards with greater gender diversity would require a higher degreenwblcand management effort, thence firm
performance could be improved.

2.1.2.Resource Dependence Theory

Pfeffer and Salancik’s (1978) resource dependence theory acknowledges that businesses are contingent upon
external resources to survive and this could pose a risk to themddnto minimise such dependency and uncertainty,
firms could establish relationship with external entities who possess these resAoomeding to Pfeffer and Salancik
(1978), advice and counseling, legitimacy and communication channeleemed to be the three most important
benefits to corporate board linkages. As regards the issue of advice wrslow, existing literature suggests that
gender-diverse boards have higher-quality board meetings on coisgles, some of which might be difficult for all-
male boards (Huse and Solberg, 2006; Kravitz, 2003). As regards Egjtibbusiness activities could be legitimated by
accepting societal values and normélue in diversity assumption by Cox et al. (1991) points out that, as women's
equality has become a major tendency in society, businesses couté &gjtimacy when appointing female members
to their board of directors. Concerning communication channels, femaledesittettheir real-world experiences and
perspectives could perform better in connecting their businesses to female fdimals, workers and to society as a
whole (Campbell and Minguez-Vera, 2008).

2.1.3.Critical Mass Theory

As pointed out by Kramer et al. (2007), the critical mass theory refdie fact that a subgroup must reach a
certain size in order to affect the overall group. As indicated in AK@H1( 1955) studies, the efficiency derived from a
subgroup's pressure could be markedly improved when the geeupcgials three, yet the increase in group size might
contribute only a small fraction to the overall effect. Accordingly, it @ppsed in a majoirity of related literature that
three be generally the starting point (critical mass level) that has an inmpgobdup formation (Bond, 2005; Nemeth,
1987). Based on previous arguments, recent studies on board desasity (Erkut et al., 2008; Konrad et al., 2008)
suggest that if there are at least three female directors on board, then the aigiédval for female members is met.
Based on in-depth inverviews and group discussion among 50 fdiredeors, research findings reveal that the board
with at least three women could alter the general working style anéhfluence theboardroom’s dynamics. Under the
circumstancesthe women’s voices and opinions may gain more weight and thus the dynamics of the board would
improve significantly (Erkut et al., 2008; Konrad et al., 2008).

2.2.Empirical Evidence

Corporate governance is a subject that has openly been discussednatimss The rationale behind these
discussions, as indicated by Carter et al. (2010), is the tendency foergéiversity being disregarded in both
management and board of directofanajor corporations. Due to this, 16 countries are demanding a qubthiglier
number of women directors on board, and concurrently, mdmgysoset voluntary quotas in their corporate govesaan
laws (Rhode and Packel, 2014). Norway has been among the leadimgesoin this regard From 2003 to 2008, the
Norwegian government pushed through legislation requiring at least 40%maf im@mbers to be women (Boren and
Strom, 2010). Although no regulation has yet been introduced ineéSw#tke issue of women executives on board has
still received considerable attention, along with greater political pressure oe$ses to either demand improvements
in the current status or consider taking legal actions from the gogatnimndén, 2014). Anders Borg - the former
Swedish Finance Minister - claimed that 24% of women are currentige@fto participate in the board in Sweden. He
continued to highlight, if the proportion of female directors on balichot increase, Sweden would seek to introduce
legislation on quotas. The state of legal intervention seems to be the result of thatfdeaders of listed companies
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are not always easy to convince of the positive association betweear géwersity and firm performance. For
example, Herman Bulls, former CEO of Bulls Advisory Group andctiir of Comfort Systems USA, claimed that
"When | was on the board of directors, my ultimageponsibility was to act in the best interestshef shareholders,
rather than of the entire society. | could discabsut gender diversity, however, it is not a bussnprobler (Dvorak,
2008). Although it is not always possible to persuade decisiomnmand business leaders, the general view in such
debate and legitimate argument acknowledge that gender diversity woudgbeater financial benefits to the board
with just single-gender.

Attempts at empirical investigation into the impact of board gender divensifim performance have yielded
mixed results. An enormous number of scholars have admitted titiego¥luence of board gender diversity on firm
financial performance. For instance, Carter et al. (2003) found avgoaisociation between proportiof female
directors n the boardroom and firm value using Tobin's Q measuremensample of Fortune 1000 public companies.
This finding is reinforced by the study by Erhard, Werbel 8hdader (2003), who witnessed that gender diversity on
board in American firms has helped enhance surveillance effectivenesorulate performance as measured by
ROA and ROI. Positive relationship between the percentage of female directosard and Tobin’s Q of Spanish
enterprises was also revealed in a study by Campell and Minquez-Verd. (200& al. (2014) have documented the
robust positive impact of female participation on board on the ROAR®IE of selected firms in China. Mahadeo,
Soobaroyen and Hanuman (2012) examined enterprises in Mauritiymeueld out a marked difference in impact on
corporate performance of between gender-diverse boards and all-mals. ladthet studies have also indicated a
favourable relation between board gender diversity and business paréanincluding studies in France by Sabatier
(2015), or Spain by Martin-Ugedo and Minquez-Vera (2014). Unlike thenvajstrity of empirical literaturen listed
companies, Martin-Ugedo and Minquez-Vera (2014) focused their studysample of small and medium enterprises.
Outside the positive relationship as aforementioned, some have shownadhsé igender diversity in the boardroem i
enhanced, there would lzegradual decline in firm performance (Adams and Ferr@@88). This study admits that
female directors involvement makes the monitoring process more pogétyvas for countries with strong shareholder
defense, higher degree of gender diversity on board might pokesill to over-supervision which in turn has a negative
impact on the business performance.

In addition to positive and negative results, a number of studies fouegidence of the impact of board gender
diversity on firm performance. Applying Tobin’s Q measurement, Rose’s (2007) study did not find a significant
association between board gender diversity and corporate performancesthiss reinforced by Carter et al. (2010).
Although female participation in the boardrooms is deemed to deliver gyatrbusiness performance, there still
remain studies showing no evidence that gender diversity in therboarchelps boost business value (Farrell and
Hersch, 2005). Francoeur et al. (2008) examined women participats@mior management and governance boards of
Canadian enterprises and concluded that incremental income gained from druded djversity appears sufficient to
catch up with ordinary stock returns, yet not greater than from altezrmatidels of boards. Moreover, during financial
crisis period, board gender diversity was proved to have no iropactrporate performance (Engelen, van den Berg
and van der Laan, 2012).

3. Data and Methodology
3.1.Data

The study obtains data from 170 non-financial corporations listed oaoi [Sémck Exchange (HNX) and Ho Chi
Minh Stock Exchange (HOSE) between 2010 and 2015. In this article, we eXichad in financial and public utility
areas from our sample. The removal of public utility firms is dubddact that these firms often receive subsidies from
the government to bring welfare to society, hence their operations are deewnednically inefficient. Meanwhile, the
motive for the exclusion of financial firms is that, the capital strectf these firms completely differs from that of
ordinary businesses, furthermore, it could not reflect accurately the objetthis research. Data on the characteristics
and structure of the board as well as financial performance of these diencollected from their annual reports
published orvietstock.vn.

3.2.Econometric Model

To investigate the effect of board gender diversity on firm performaweefollow the regression model
developed by Liu et a(2014). Our model is constructed as follows:
Firm_Performancei = v Board_Gender_Diversityr + f1 Board_Chart + B2 Firm_Chari
+ai + At + &it
where:
Firm_Performance: To measure firm performance, two proxies are employed: (1) retursales (ROS),
calculated as the ratio of net income to sales; (2) return on assets (ROA), calsilitectatio of net income to total
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assets.

Board_Gender_Diversity: is a measure of gender diversity. A diverse range of studies yadptioe percentage
of female directors on board to measure board gender diversigm@ednd Ferreira, 2009; Ahern and Dittmar, 2012).
Others have used the number of female executives on board, or a das@ayon the critical mass threshold to be met
before female directors involvement takes effect (Simpson et al.).201this article, we use both the percentage of
female directors on board (%_Women) and the number of female déremtoboard as measures of board gender
diversity. The number of female directors is specified under a seted tummies defined as follows: the dummy
D_1Woman equals 1 when the board has one female director and Oisghéine dummy D_2Women equals 1 when
the board has two female directors and 0 otherwise; the dummy D_3Wamuals 1 when the board has greater than
or equal three female directors and O otherwise.

Aside from thatBoard_Char, and Firm_Char are control variables related to the characteristics of the Board
and the characteristics of the firm:

Board_Char (board characteristics) consists of the percentage of independent eatars! (%_Independent),
the natural log of the board size (Ln_BoardSize), and the dummytp(ediuals 1 if the CEO is also the board chair,
and 0 otherwise).

Firm_Char (firm characteristics) includes the dummy Woman_CEO (equals 1 if th@ i€Hemale, and 0
otherwise), the natural log of the number of employees (Ln_Emplofjeaicial leverage (debt ratio) and the natural
log of the number of years for which a firm is listed on exckdghg_FirmAge).

To estimate panel data, we may use either pooled OLS, fixed effect or raffdminmodel. Nevertheless, the
view proposed by Hermalin and Weisbach (1998) that the board ofadrés determined to be endogenous seems
theoretically and empirically reasonable. Clearly, firm performance is migttbe consequence of actions from the
prior directors on board, but a key criterion for selecting boambaes in the future. These authors also indicate that
poor performance could possibly lead to higher degree of indepmmdeich is measured by the number of
independent directors on board. Therefore, like De Andres and Valle2@d8)( the study employs system GMM
(Generalized Method of Moments) estimation to address endogeneity issue.

4. Estimation Results
4.1.Impact of the percent of women directors on board o firm performance

First, the study explores if the proportion of female directors on boartV{¥nen) has a significant impact on
firm financial performance. Table 1 presents the results of the maességn model, where board gender diversity is
measured by %Women and firm performance is measured by e@#®pbRROA. It is evident from statistical summary
for the GMM estimates (at the bottom of Table 1) that Hansever-identification and AR(2) testing conditions are
satisfactorily met. This implies estimation results from our modelsteble.

Our results show that female directors (%_Women) have a positive icélwenthe firm performance measured
by both ROA and ROS. This finding is consistent with the resodegendence theory, which claims that firms
assemble benefits through three channels: advice and counseling, legititiaoyranunication (Pfeffer and Salancik,
1978). The gender-diverse board could help reinforce the three charmeklsxample, businesses may supplement
female entrepreneurs to their board to sustain relationships with tingitefé¢rade partners and consumers. Some firms
regard their female leaders as fresh inspiration and connections with their feonkdes. Other businesses desire to
incorporate female views in every key decisions of the board. Henadergdiversity on board helps strengthen the
board’s reputation and the quality of their decisions, thereby benefiting businesses as a whole.

The percentage of independent directors (% _Independent) has an invarsecifon the performance of the
business. The reason for this finding might primab#ydue to the fact that, a majority of Vietnamese listed companies
fail to meet the required rate of 20% for independent directors on basardtipulated in the Circular number
121/2012/TT-BTCof the Vietnam’s Ministry of Finance. Later on, the Law on Enterprises 2014 has redefired
criteria and conditions of independent board member under Article 5, Ganseertheless, in the curresituation of
Vietnam, entrepreneurs argue that it is not an easy task to huntfobars considered eligible for independence,
academic qualifications, real-world experience and social status on duty.aSmaprity of firms in Vietham fail to
meet the required number of independent members, the role of indeperaiebers sems negligible in the decision-
making processef the board. Hence, it is understandable why independence is limited tdfithreefu of its role.

Table 1. Impact of the percent of women directors o board on firm performance

ROS (Net income/Sales) ROA (Net income/Assets)
1) (2)

% _Women 0.0605 0.0636**
[0.220] [0.022]

% _Independent -0.0485** -0.0591***
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ROS (Net income/Sales) ROA (Net income/Assets)
1) 2
[0.013] [0.001]
Ln_BoardSize 0.1934*** 0.0141
[0.000] [0.434]
Duality 0.0249*** 0.0179*
[0.000] [0.051]
[0.234] [0.234]
Woman_Ceo 0.1231 0.0163***
[0.600] [0.002]
Ln_Employee 0.1231*** 0.0071
[0.000] [0.143]
Leverage -0.2633*** -0.1358***
[0.000] [0.000]
Ln_FirmAge 0.0018 -0.0205***
[0.747] [0.000]
Obs 847 847
AR(1) 0.001 0.006
AR(2) 0.948 0.239
Hansen test 0.385 0.512

*** ** * indicate significance at 1%, 5% and 10%espectively
4.2.Impact of the number of women on board on firm perbrmance

Liu et al. (2014) study suggests that three female directors amtotgl of 15 members on board could exert
stronger impact than only one female member among five boartbens, although both cases have similar proportions
of women. According to Kramer et al. (2006), the critical mass theghligits that a subgroup must reach a threshold
in order to affect the overall population. Thus, female directors magst#thin a certain scale in order to have influence
on the board, and hence rule over the firm performance.

There are an enormous number of arguments on how many feraaibemrs should be in a boardro¢Burke,
1997, Carver and Oliver, 2002; Cassell, 2000; Huse, 2005; Singh €0al), 2et, in several countries, female directors
on board appear to lagtoker? representation (Daily and Dalton, 2003; Kanter, 1977; Singh et al., 2004; Texjeden
2008. Manifold researcton female entrepreneurs has endeavoured to work out the threshollemomwomen
members on board, beyond which the influence of women onviitoe could genuinely be perceived, yet no specific
conclusionds drawn for this matter. Hence, in this paper, we intend to unweittitical mass theory using a set of
three female director dummies (D_1Woman, D_2Women, D_3Women) as rewaduboard gender diversity in
regression model (1). Specifically, the paper tests the relationship betweeantliffesups (one female, two females
and at least three females) and the firm performance. The results ardquréselable 2. As can be seen, the Hansen
and AR(2) tests in both models come up with p-values in excd€¥ofignificance level. Hence, the reliability of our
GMM estimation models is ensured.

Table 2. Impact of the number of women on board offirm performance

ROS (Net income/Sales) ROA (Net income/Assets)
) 2
D1_Woman -0.1545** -0.0071*
[0.016] [0.084]
D2_Women 0.1614* 0.0098**
[0.064] [0.036]
D3_Women 0.1767* 0.0558***
[0.096] [0.000]
Obs 847 847
AR(1) 0.001 0.005
AR(2) 0.562 0.265
Hansen test 0.975 0.574

D _1Woman = 1 when the board has 1 female director, = 0 otherwise
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D_2Women = 1 when the board has 2 female directors, = 0 otherwise
D_3Women = 1 when the board has 3 or more female directors, = Qisther

**k +* * indicate significance at 1%, 5% and 10%espectively

We first focuses on the impact of D_1Woman and D_2Womennamdial performance measured by ROS and
ROA. Table 2 reveals that a board with a lone female director (D_1Woh@m)an inverse influence on firm
performance. Nevertheless, as the number of females rises, empirical fimdive@ that a board with two
(D_2Women) or three (D_3Women) female members will have a positpvacinon the performance of the business.
These results support the critical mass theory, that “one female on board is just like a ‘token’, two females only show
their presence, and three females on board wilekesay in the decision-makin@Kristie, 2011).

5. Conclusion

The objective of this study is to investigate board gender diversitythazinfluence of female directors on the
financial performance of 170 companies listed on the Vietnamese strkletnbetween 2010 and 2015. Our results
show that board gender diversity made a positive contribution todsssperformance, as measured by ROS and ROA.
Another striking finding is that boards with at least three female direse@m® to have stronger impact on the firm
performance than boards with two or fewer female members.

As proved empirically, board gender diversity seems, to certain ensaiyl in the case of Vietnamese publicly
listed companies. Such judgement would likely open up several policycatiphs to government regulators, for
example, in terms of legislation, until the present time, there has bespeaific regulation on the number of women
required to achieve. Accordingly, the article could provide policymakers g@athpelling arguments in setting
minimum standards for the number of women directors on bisakletnamese listed companies. In addition, it is
universally accepted in existing literature that good corporate goveroaunttk help reduce agency issues, thanks to
which firm performance would be enhanced. Empirical evidence also indicategetidér-diverse board might
probably improve corporate governance shortcomings (Gul et dll).20ypically, female directors can enhance
corporate governance through improved monitoring and supervisiaramagement activities (Adams and Ferreira,
2009; Gul et al.,, 2008). Furthermore, their involvement in board ngsetould greatly enhance the quality of
discussion on complicated issues, and thanks to this, the probabilitpioinemaking key decisions is mitigated (Huse
and Solberg, 2006; Kravitz, 2003). Based on the aforementioned arguige concluded that board gender diversity
seems to be an effective solution to poor governance of Vietnamsise$ses for the time being.

This research is expected to provide readers with a profound insighhentmle of women in the context of
economic development and restructuring in Vietnam. In fosteringdhgs the government, business community and
society as a whole should offer favorable conditions for female entmpeeno maximise their potentials and
capacities, thereby contributing actively to the overall development process.
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ABSTRACT

The purposes of the paper is to test the cost stickiness of sellirdeamdistration expense in Vietham and comp
with its in the case of Japan in He et al.(2010). The empirical resultsl fthat, the stickiness of selling af
administration cost in Vietnam is less likely to be adjusted due to tergmdranges in their performance while therg
a significant decrease in the magnitude of stickiness in Japan after theudddetburst. The paper also suggests s
recommendations for managers to avoid the negative effects of sbiskgn business performance.

Keywords: Sticky cost, selling and administration expense, asymmetric cost, Japan, listeshiesmp Vietnam

1. Introduction

Cost management is one of the most important issues of firm parice and financial management. Cost
management - the process of effectively planning and controllgngdsts involved in a business - is considered one of
the more challenging tasks in business management. Effective caajenaamt creates value for firms and leads to a
firm's success.

The traditional cost behavior postulates that activity costs change proportionatedgtivitty volume change and
treats costs as fixed or variable, which assume that variable costs automatiadg smmetrically with change in
the activity driver (Noreen, 1991). However, recent researches (Andetsaln 2003; 2009; Weiss, 2010; Cannon,
2011; Roodzant, 2012, Via & Perego, 2013; Serdaneh, 2014) doctiraeah asymmetric response of cost to increase
and decrease in activity. They label that, stickst is the phenomenon that the costs increase nagielly with an
activity increase than they decrease with an agtdécreaseln 2003, Anderson et al (2003) found an evidence for the
first time that, for 7,629 US firms over 20 years, that SGA dostgease on average 0.55% per a one percent increase
in sales but decrease only 0.35% per one percent decrease in sale.déftade, Roodzant (2012) found, for 39,738
US - listed firms over the recent 14 years, that US firms still exhibit signifiasymmetrical SGA cost behavior, SGA
cost increase with 0.46% following a one percent increase in activitydacrease with 0.32% follow a one percent
decrease in activity.

Many subsequent researches have applied the model developed by Anderson2803).tq test the cost
stickiness of firms in OECD countries (Banker and Chen, 2006),Roéhch and German (Callejia et al., 2006), Japan
(He et al., 2010), Korea (Rhee et al., 2012), Thailand (Dezie et al.,,2likdpn (Serdaneh, 2014), Iran (Fasarani,
2015). However, it is not expected that all costs to be sticky in all circumsta@oethe contrary, based on the
economic foundations of cost stickiness, the degree of cost stickinddsvemy systematically across different cost
accounts, firms, industries and countries (Anderson et al., 2009).

Recent researchers also find the impacts of sticky cost on érformance. A firm with sticky costs shows a
greater decline in earnings when activity level falls than a firm with less stiwlg. Because sticky costs result in a
smaller cost adjustment when activity level declines and therefore lowesadag. Lower cost savings result in
greater decrease #arnings. Weiss (2010) also states that cost stickiness influences the magnitude of analyst’s earning
forecast errors, particularly when market condition takes a turn for thewstisky cost behavior would influence
analysts’ coverage priorities if they recognize the relationship between cost sticky and accuracy of eéonécgst.

* Corresponding author. Tel.: +84.0985020379
E-mail address: huongdth@ftu.edu.vn
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Applying the model from Weiss (2010), Dezie (2014) tested the impastiobfy cost on the future performance of
business in Indonesia and found that the cost stickiness threatenedrtiing per share of companies. Banker et al
(2014) suggest that managers should adjust sticky cost before eexaghuction, however in the case of revenue
increase, sticky cost are useful.

To find out the reasons causing sticky costs, Anderson et al)(a0f8es that firms experience these sticky costs
because managers increase resources when sales rise but make a deliberatéodecsitain slack resources when
there is uncertainty about future demand and they expect a cuwprindales to be temporary. In this way, they seek
to minimize both current and future adjustment costs (e.g., dispadalafaeexisting equipment and installation costs of
new equipment when demand bounces back). Managers may glyrgekay reductions to committed resources until
they are more certain about the permanence of a decline in demartderAjustification for sticky cost behavior is
based on managerial empire building and the manager’s tendencies to grow the firm beyond its optimal size or to
maintain unutilized recourses with the purpose of increasing utibity fstatus, power, and prestige (Medeiros and
Costa, 2004). Another important drive of sticky cost is manager’s incentives when their compensation is linked to profit
or stock prices that are related to reported profit. Agency issues maystirainreinforce cost stickiness (Chen et al.,
2008; Weiss, 2013). Other factors of sticky cost behavior associatedirwitlspecific characteristics such as asset
intensity, employee intensity and debt intensity (Anderson et al., Ba0tker, 2006; Chen et al., 2012, Via & Perego,
2013).

Recently, due to the increasing of competition, selling and administratign spgaificant roles in listed
companies in Vietnam, SGA costs are increasing, much higher tharcogter To investigate sticky cost behavior in
the listed companies, the first part of the paper compares the variation of IS itbsales revenue increase with the
variation of SGA cost with sales revenue in periods when revenue dexridaaso analyzes the variation in degree of
sticky cost whether the stickiness of SGA cost changed with thegagigre of periods and less pronounced when
revenue declined in the preceding period. The second part of the ppereasure the stickiness of each company and
tests the argument that whether the phenomenon of sticky cost #ffeqisofitability of those companies. The result
shows that, the stickiness of selling and administration expense dffecesarning per share recently. Hence, to
maintain the profitability a firm manager should take concern on the snzetry to avoid the negative impact on the
firm stability.

2. Hypothesis development

By labeling the definition of sticky cost is the phenomenon that the tmstsase more rapidly with an activity
increase than they decrease with an activity decrease (Anderson et 2).,T2@0first objective of the paper to detect
whether the SGA costs are sticky, the paper will compare the variationfot&Es with sales revenue in the periods
when revenue increases with the variation of SGA cost with sales revethes periods when revenue decrease. The
first hypothesis considers how the managerial intervention affectgdbegs of resource adjustment. Managers make
discrete changes in committed resources because some corresponding costsecadded or reduced fast enough to
combine changes in resources with small changes in demand.

Hi: The relative magnitude of an increase in SGA for an increase in sakysue is greater than the relative
magnitude of a decrease in SGA cost for a decrease in sales revenue.

Observing cost stickiness in one - time period only reflects the obshaintaining unused resources in a period
when a revenue decline occurred. When the observation windowdésclseveral time periods, more complete
adjustment cycles are captured. During longer time intervals, the mehagsessment about permanence of a change
in revenues become more precise and the the adjustment costs besemeelative to the cost of keeping unused
resources. Therefore, it is likely that cost stickiness is less proadwvhen time periods are aggregated into two, three
or four year periods, instead of one year periods. Besides, the casttredjtito revenue changes can occur not only
contemporaneously but also in a lagged way.

H,: Cost stickiness declines with the aggregatiopesfods.

Changes in sale revenues can reflect short term market conditionscturstrahifts in demand for products and
service. Managers, when observing a sales drop can wait for infoomatich will allow them to assess the
permanence of the demand fall before taking decisions on ctgsogrces. Such delays provoke cost stickiness, since
unused resources are kept during the period between the reduction in \asldntiee adjustment decision. A time
interval between the decision of cutting resources and the effectiveecstion can also occur, since contractual
commitments take time to be undone. A consequence of the delayinmg t@écision and undoing contractual
arrangements is that the asymmetric change observed in one - tinek mpagit be reverted in subsequent periods. In
order to test this possibility, two hypotheses are established.

Hs: There is a lagged adjustment of costs relativeet@nue changef£{> 0)

Ha4: Cost stickiness is reverted in subsequent peri@ds 0 andps < | B2]).

517



Dang Thi Huyen Huong, Pham Thi Ngoc Thu, Ngo Thngdham/ ICYREB 2017 Proceedings

3. Data and models
3.1.Data

To test the hypothesizes, we employ data of 2,350 listed companies in HOSE,UPCOM and OTC in
Vietnam from 2010- 2015, data is extracted from StoxPlugVe screen the data for missing observations and deleted
observations before estimation if SGA exceed sale revenue, earningpeisshegative. Table 1 provides descriptive
information about annual revenue and SGA for the period 2Q0015.

Table 1: Descriptive Statistics

Unit: million VND

Variable Obs. Mean Std. Dev. Min Max
Revenue 6,216 1,450,000 12,300,000 5,430 406,000,000
SGA 6,227 1,210,000 9,970,000 301,000,000 110,000

Source: Results extracted from STATA 12

3.2.Models

This paper employs panel data ledinear regressions to test cost stickiness. An empirical model that enables
measurement of the SGA response to short time changes in saleerarghuliscriminates between periods when
revenue increases and revenue decrease is the model developed by Andérs@0eB).

Model 1:
] SGA; By + B ¥l Revenue; +8,D - Revenue;, 4
0 ————— = 0o ————— ummy; *log ——————— + ¢;
g SGA -1 0T FL0g Revenue; _) ' ° Yie g Revenue; ;_) bt
in which:
SGA i Selling and administration expensa-ofi firm at time t

Revenuei: Net revenue of th firm at timet

The interaction variable, Dummyakes the value of 1 when sales revenue decreases between perjoatsd(t;1
and 0 otherwise. With the hypothesig kHhe time period is one - year period.

In the case of reducing in sales, managers may delay the adjusfru@ntilized costs, such delay leads to sticky
cost. There may also be a time lag between the decision to reduce conmesiti@des and the realization of the change
in costs. An implication of delayed decision-making and contracting $algi stickiness observed in one period may
be reversed in subsequent periods. The ratio form and log specifiaafiooves the comparability of the variables
across firms and alleviates potential heteroskedasticity. The log specificationa@sommodates economic
interpretation of the estimated coefficients (Anderson et al., 2003). 8e¢he value of Dummy is 0 when revenue
increases, the coefficieftl measures the percentage increase in SGA cost with 1% increase in sale.rBeeause
the value of Dummy is 1 when revenue decreases, the sum of the coeffiierfss)measures the percentage increase
in SGA cost with 1% decrease in sale revenue. If SGA costs are stiekyatiation of SGA costs with revenue
increases should be greater than the variation for revenue decreasehd tampirical hypothesis for stickiness,
conditional or31>0 isp2<0.

In order to test hypothesis;Hhat cost stickiness decreases with the aggregation of years per pagredsions
were carried out with model | for aggregate periods of 2, 3 and.year

In order to test hypothesissHHa, model | was extended to include an additional variable designed to capture the
one year lagged effect of changes in sales revenue on cost changes fp@codah?2.

Model 2:

; SGA; By + By ¥l Revenue;,
0 — 0 (] = ——————————————
g SGA(t.1) 0¥ P1t0g Revenue; ;) Revenue; ;1)

Revenue; ;. Revenue; ;.
G, +B4 *Dummy; c.1y*log — e

Revenue; ;
+ B, *Dummy; *log -

+ B3

*log ————
g Revenue; ;.5 Revenue; ;.5

T StoxPlus, an associate company of Nikkei Inc. and Quick Corp., is a financial and business
information corporation in Vietnam.
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In the model 2, the interaction variable, Dumrpy takes the value of 1 when sales revenue decreases between
periods(t-2) and(t-1), and O otherwise.

Condition for acceptancesH3:>0; Ha: f4>0, B4 < BZ in absolute value.

Model 1 was estimated for one year periods and for aggregate peridd8 eahd 4 years, whereas model 2 was
estimated for one-year periods only. The results are presented as follow:

Table 2: Coefficient estimates of model 1 and modél

Model 1 Model 2
t= 1 year t=2 years t=3 years t=4 years t=1 year
g 0.0473 0.1322 0.1142 0.1822 0.00682525
0 (0.000) (0.000) (0.000) (0.000) (0.6642)
0.3535 0.3106 0.2790
0.3176 0.4391
b (0.000) (0.000) (0.000) (0.0072) (0.000)
B -0.1499 -0.2645 -0.3310 - 0,2393 -0.1598
2 (0.0052) (0.001) (0.0006) (0.0985) (0.0510)
Bs 0.0635
(0.0236)
Ba -0.0594
(0.1001)
Bi+ By 0.1677 0.089 0.1081 0.0713 0.1192
N 7,523 5,720 4,067 2,558 5,658
r2 0.116 0.109 0.174 0.132 0.056
Source: Results extracted from STATA 12
Table 3: Coefficient estimates comparison betweehe case of Vietham and Japan
Model 1 Model 2
t= 1 year t=2 year t=3 years t=4 years t= 1 year
Vietnam | Japan Vietnam | Japan | Vietham | Japan | Vietham | Japan Vietnam | Japan
Ba 0.047 0.020 0.132 0.041 0.114 0.059 0.182 0.073 0.006 0.016
B 0.317 0.593** 0.353 | 0.649** 0.439 | 0.692*+ 0.310| 0.734%* | (27g%+ | 0.548**
B, -0.149 -0.139*** -0.264 | -0.114*** -0.331 | -0.100*** - 0,239 | -0.086*** -0.159* | -0.129***
B- 0.063* | 0.130%*
Ba -0.059* |  0.037*
B,+pB, | 0.167 0.454 0.089 0.535 0.108 0.592 0.071 0.648 0.119 0.419

Source: The author (2017) and He et al.(2010)
Note: *** ** *: |ndicate significance at 1, 5, 1% levels respectively.

Results from regression model 1 for one-year periods, show tmatcdefficient3; measures the percentage rise
in costs with respect to a 1% rise in reverfues 0.317 means when revenue increases 1%, cost will increase 0,317%.
The estimated valup, = -0.149 provides strong support to hypothesisoHcost stickiness. The combined valfe (
+f32) = 0.168 shows that costs fell by 0.16% in response to a 1% drepeinues. The fact that bdth and @1 + p2) are
significantly smaller than 1 show that cost changes are not proftiiorevenue changes, despite the relevance of this
cost driver. With this result, the cost stickiness hypothesisaétepted for the case of Vietham. Comparing from our
study with those of He et al., (2010) (in table 3), we can se@1kaf0.139 is negative so that cost stickiness also exist
in the case of Japan.

It can also be seen from table 2 that, hypothesishkett cost stickiness falls with the aggregation of years per
period, which is accepted in He et al. (2010), is rejected for modelolrirstudy with common intercept. In the
estimation results}, increases in absolute value, showing the cost stickiness gets worseegmtgy of years per
period increases, where@sin model 1 decreases in absolute value as the number of years perim@gases in He et
al., (2010). Comparing3¢ + B2) from our study with those in Japan (He et al., 2010), wheaggeegate the time t =2;
t=3; t=4, the coefficients’ sum (B1 + B2) in He et al. (2010) is increasing, this tells us that the stickinesstusimgd
However, the coefficients’ sum (B1 + B2) for Vietnam firms is reducing, meaning that the stickiness becominuous
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and more serious. This is an indication that firms’ cost stickiness is higher in Vietnam relative to the case of Japan.

Model 2, which includes revenue changes lagged by one period, was tesichigpothesis kthat cost stickiness
is reversed in subsequent periods. In this estimation of model Zavitmon intercept, we foungh = 0.279, which is
somewhat smaller than that obtained for model 1. Coefficgert - 0.1598 confirms cost stickiness in model 2.
However, in model 2f; = 0.0635 is significant, which leads to the accept ofthheans change in revenue from the
previous years affects change of SGA cost, there is a lag-effect afieega sticky cost. A significant and negatse
-0.0594 confirms the sticky cost in the period subsequent to a eedeoyp, which leads to rejectH

In the case of Japan (He et al., 2010), coeffigient - 0.129, and {1 + B2) = 0.419 confirms cost stickiness in
model 2. However, in model Bz = 0.130 is significant, which leads to the accept gftHneans change in revenue
from the previous years affects change of SGA cost, there is &éatjef revenue on sticky cost, so that we the accept
Hshypothesis, it is the same as the case of Vietnam above. However, cagfficie®.037 is significant and positive in
He et al.(2010) so we accepi.H

4. Empirical results

From the results of estimation above, we have an empirical evidence thatisky cost happened in both Japan
industrial companies (1975-2000) and listed companies in Vietnam (20B)-a6d sticky cost is affected by lag
revenue change. He et al. (2010) found that the stickiness of selingragj and administrative cost in Japan is less
likely to be adjusted due to temporary changes in their performaneas Baid that Japanese managers tended to focus
more on long- term measures such as market share, rather than short term measures 1(@3jerTemporary
reductions in sales were less likely to influence their long term goals. Mgyt have ignored those revenue
fluctuation, thus making the cost behavior stickier. In addition, lifetimel@mgent is common and it is unusual in
Japanfor firms to lay off employees (McAlinn, 1996). This distinct feature of Japan’s labor market is likely to enhance
the cost stickiness.

However, the phenomenon of sticky cost is less serious in the fcdaspam when sticky cost is reverted after two
years. He et al. also found that there is a significant decrease in the maghittid&iness in Japan after the asset
bubble burst in 1990, showing that Japanese managers adjustedositelrehavior in the postbubble era. They
explained that, Japanese corporate governance mechanisms are quite differ¢ho$eim other countries. Agency
problems are mitigated in Japanese firms, Japanese financial institutiorsgmifidant debt and equity of firms and
are therefore able to maintain effective control of the behavior of manafj¢hese firms. Thus the mechanisms
mitigate the agency problem for Japanese firms in comparison to tBeiolhterparts and may therefore reduce the
stickiness of SGA costs. It affirms that Japanese managers are quiteschoti@mver they response very quickly when
they realize sticky cost.

While SGA sticky cost in Japan was found to be reverted, it is morausénidhe case of Vietham according to
my estimation results. It seems that, the Viethamese managers may not ttealstieky cost, otherwise they are
optimistic about the increasing demand or they may intentionally maititairslack resources to to grow the firm
beyond its optimal size or to maintain unutilized recourses with the geigfdncreasing utility from status, power, and
prestige. To affirm the determination of sticky cost in Vietnam, we neeal farher researches in this field.

5. Conclusion and recommendations

The results in this paper show that, for Vietnamese listed companies,tBldAess has existed and it is stickier
compared to that in Japan. This phenomenon was found to have impdita probability. To to limit the effects of
cost stickiness in the context of demand reduction, the paper recommends:

Firstly, managers should evaluate the demand of market annually and makeitien on how to adjust the cost
structures. If there is a short term reduction, the manager may eonls@&l adjustment cost and the lost of cost
stickiness before making a decision to change the cost structure. ¢ircbmstance of long term reduction of market
demand, managers need to reallocate the resources, contracts shitedébleeand adjustable in order to cut off the
adjustment cost.

Secondly,firms need to build up a flexible cost structure in order to exploreenadvantages in case of growth
and restrain the effect of revenue reduction. The paper suggests the folmaingys: (1) Change the portion of fixed
cost to variable cost by creating a contingent labor pool, outsourcingivfies, and deployment of software as a
service; (2) Increase the productivity via economies of scale or extendedgvoours.

Thirdly, firms should apply modern management method such as JITIi{JliBne) to minimize the inventory
cost, ABC method (Activity Based Costing) to determine the valuable activitieslianidate non valuable activities
and allocated the cost more precisely.

Lastly, together with those solutions, firms should choose a flexible sellingamisth with the combination
between internal selling staff and outsource selling forces to maxih@zfficiency and effectiveness.
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ABSTRACT

The study mainly aims to measure entrepreneurship performance maMieit the national level through a ng
approach - the GEDI (the Global Entrepreneurship Development Index). TheiERIconsists of three sub-indice
including Entrepreneurial Attitudes, Entrepreneurial Abilities and Entreprendspalation, which are divided into 1
pillars and can be further subdivided into 28 subdivided variables. By amglylzese pillars and variables
comparison to two Southeast Asia developing economies Thailand aodesia, which have similar culturg
economic and social characteristics, the study can identify the bestastdperforming variables of the GEDI inde
The results indicate that in Vietnam, nine bottlenecks of 14 pillars are gmsforming with very low scores, in whig
the highest policy priority is given for four pillars, including riskcceptance, opportunity perceptig
internationalization and technology absorption. Finally, the Penalty fitleBeck methodology, which is considered
the policy application of the GEDI methodology and a simulation of “optimal” policy allocation are suggested to
alleviate the weakest performing pillars aiming to achieve the greatest enpeav of entrepreneurship performance
well as reach the desired fipeint increase in the Vietnam’s GEDI.

Keywords: Entrepreneurship; performance; the GEDI; the Penalty for Bottleneck mithgddietnam.

1. Introduction

Entrepreneurship has formally accepted in Vietham since the 1990s awd kisothe simple view such as
business activities, individual or firm levels, thus traditional approacbually used by researchers and policy-makers
when analyzing Vietnam’s entrepreneurship [28]. However, in fact, entrepreneurship is the complex view basing on the
multidimensional measure in a country [16]. When discussing entrepséipeuin countries, recent studies follow
National Systems of Entrepreneurship introduced by Acs, Autio and Szed),(2diich are fundamentally resource
allocation systems and driven by both the individual and country-spedfitutional characteristics in evaluating the
entrepreneurship performance of a country [1].

The main purpose of this paper is to measure entrepreneurship maidiet the national level. This study first
uses the GEDI (the Global Entrepreneurship Development Jngekodology to analyze Vietnam’s entrepreneurship
performance through the GEDI index, three GEDI sub-indices, and itvegtesition at the pillar and variable levels.
More specifically, the GEDI index consists of three sub-indices, whiclivided into 14 pillars and can be further
subdivided into 28 variables. To have more detailed and deeper understaintlirgentrepreneurial performance of
Vietnam, this study chooses two developing Southeast Asia countries: @raildindonesia to compare and identify
the best and worst performing pillars. The Penalty for Bottleneck (PEBjoaiology, which is considered as the policy
application of the GEDI methodology, is then applied to alleviate the weakestnpiegfopillars or the bottlenecks
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aiming to achieve the greatest improvement of GEDI. Finally, we suggest a simulation of “optimal” policy allocation to
reach the desired fivpeint increase in the Vietnam’s GEDI.

2. The basic description of new approach - The GEDI methodology

While entrepreneurship is known as the complex and multidimeaisitew, most of recent empirical researches
base on one-dimensional measures of entrepreneurship in a couhtigdi@ popular indicators are used to identify
the level and/or dynamics of entrepreneurship such as self-emghbythe rate of new business start-up or established
business, the Total Early-stage Entrepreneurship Activity Index (M#Agh is calculated by the percentage of the
working age population engaging in or willing to engage in entrepriatheactivity. Nonetheless, the problematic of
one-dimensional measures are that it is hard to distinguish between dlity qund the quantity aspects of
entrepreneurship [2, 21] and it does not include the impact of natiohlcantextual factors in analyzing
entrepreneurship of a country in the different stages of economic geesit [18]. Indeed, the one-dimensional
measures does not indentify differences in the quality of entreprenadtiity, thus leads to only providing policy
recommendations concerning the quantity of entrepreneurship, noalitsy/ g

Due to problems of the one-dimensional measures, it is necessary to agefgna approach to considering the
entrepreneurial performance of countries that helps researchers and pdlerg-iénk in system and take a broad
view when considering both individual and country level indicatorsalso is helpful in designing policies to nurture
and enhance entrepreneurship for sustainable economic developmenbréhées, Autio and Szeb (2014) introduce
a National Systems of Entrepreneurship perspective that emphasizes thécdgteractions between entrepreneurial
attitudes, abilities, and aspiration by individuals within the institutional contgxbiiucing entrepreneurial action and
regulating the quality and outcome of this action. At the country lehely tlso mentioned that the Global
Entrepreneurship Development Index (GEDI) is the most widely usedagipfor measuring the output of multi-faced
character of country-level entrepreneurship in countries [1].

Also, according to Acs, Szerb and Autio (2013), the GEDI is thedinstplex index, which concentrates on the
multidimensional quality rather than the quantity aspects of country-Evwetépreneurship and provides a useful
platform for policy analysis [4]. The GEDI is similar to other indelx@ging a complex structure with 28 individual and
institutional variables that create 14 pillars and then is divided into three sobsindttitudes (ATT), Abilities (ABT),
and Aspiration (ASP). ABT and ASP sub-indices show the qualitytafbentrepreneurship activities through nascent
and start-up businesses, while attitudes sub-index determines the attitugeputdtion in a country regarding
entrepreneurship. Individual variables are collected from the Adult PopulatisaySafr 79 countries participating in
the Global Entrepreneurship Monitor (GEM), while institutional variables are interagddables, which are
considered as country-specific weighting factors and taken from vasiousys of the Global Competitiveness Index,
the Doing Business Index or the Index of Economic, or from natitinal organizations such as the United Nations and
the OECD [5].

However, the GEDI methodology differs from others in twgamant respects, which are that GEDI index
includes both individual and institutional variables and this methodolkeyiaees interdependencies of the system by
developing a Penalty for Bottleneck (PFB) methodology. The kegiphas of the PFB are that the system performance
depends on the weakest link and because of having the bottleneckshibe dtigres of pillars cannot show its full
influence on the system performance [3].

3. Vietnam’s entrepreneurial performance

The consideration of policymakers is how to identify the most important iasieeting the entrepreneurship in a
country. The GEDI approach can identify the best and the worst cemigsoof the GEDI of a country before policy
priorities are given for this country. The data in this study is colldoted the World Development Indicators of the
World Bank and The Global Entrepreneurship and Development IndexZ@drh to 2015 in the entrepreneurship
projects of Acs, Autio and Szerb. Based on the scores of the Global Enttagtép and Development Index of
countries in the world, the authors use the average calculationtatistical methods to compute the data for the
study’s purposes.

The first part of this paper is to determine the relNeentrepreneurial performance by analyzing Vietnam’s
entrepreneurial position through its rankings in the GEDI Index and @&E&d sub-indices.
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Figure 1. The relative position of Vietham at the G&DI index and three sub-index levels, 2012015
Source: The World Bank data and The Global Entregueship and Development Index

Vietnam’s overall GEDI score of 0.22 places it slightly above the development which is presented by trend-line in
Figure 1. This result also indicates that Vietnam’s overall entrepreneurial performance is a little higher than would be
estimated given its GDP level. In addition, Vietnam’s scores for ABT sub-index and ASP sub-index are above, while
Vietnam’s score for ATT sub-index is below the development. Out of three sub-indéXeB,is the worst sub-index in
Vietnam.

With regards to the GEDI ranking, Vietnam’s overall GEDI rank in 72" place out of 93 participating nations.
Vietnam is a developing country situated in Southeast Asia, this study chdwskesd and Indonesia to compare the
entrepreneurial performance through the GEDI and its componentsndihereason for choosing these two ASEAN
developing economies is that these countries are emerging or transitional esohawe similar cultural, economic
and social characteristics that can provide comparative insights into the ctadpslopment. Moreover, Vietham
shares the border with Thailand, while Vietham and Indonesia have the siemiagihphic characteristics with a huge
number of the population

As compared to two developing countries in Southeast Asia, the GEDI scodietrtdm is 0.222 that is slightly
better than that of Indonesia (0.212), but is much lower than Thailand’s GEDI score (0.281). The low GEDI score of
Vietnam as compared to Thailand shows the worst entrepreneurial performafiemam.

Beside the overall GEDI score, we can examine Vietnam’s entrepreneurial performance through comparing the
average scores of three sub-indices between Vietham and two ASEAN co(ftiddand and Indonesia), and the
normalized scores of its components.
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Figure 2. A comparison of three GEDI sub-indices amwng Vietnam, Thailand and Indonesia, 201% 2015

Source: Author’s calculation from the Global Entrepreneurship and Development Index.
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As compared to Thailand and Indonesia, out of three GEDI sub-indices, AR& wegorst sub-index in Vietham
with the lowest score (0.18) that is resulted from a small and poor énlewel of Vietham economy in the past leading
to low perceived opportunities and capabilities of Viethamese people to Btesinass and big fear of business failure
[28], followed by ASP sulindex and the last is Vietnam’s ABT sub-index

Table 1. The normalized scores of components of e sub-indices in Vietnam in 2015

The normalized scores of components of Entrepreneurial Attitudes Sub-index

i Opportunity perceptiq Start-up skills |Risk acceptan Networking |Cultural suppo
\Vietnam
33% percentile 0.32 0.31 0.27 0.36 0.29
67% percentile 0.54 0.58 0.63 0.53 0.57

The normalized scores of components of Entrepreneurial Abilities Sub-index

Opportunity startu Technology absorptio Human capital |[Competition
Vietnam pp y p gy p ‘ oo p p

33% percentile 0.29 0.30 0.33 0.31

67% percentile 0.59 0.60 0.54 0.56

The normalized scores of components of Entrepreneurial Aspirations Sub-index

Product innovation |Process innovatiHigh growth Internationalization | Risk capital

Vietnam

0.33 0.46
33% percentile 0.31 0.29 0.27 0.34 0.28
67% percentile 0.56 0.60 0.61 0.57 0.60

Source:Author’s calculation from the Global Entrepreneurship and Development Index.

Most components of three sub-indices of Vietham are not good witlritsalized scores are under 0.24, which
are presented in red lines in Table 1. For eachigidy; along with the worst score of Vietnam’s ATT sub-index, RISK
ACCEPTANCE is the weakest pillar with only 0.07 normalized scane.Second weakest pillars are OPPORTUNITY
PERCEPTION of ATT sub-index and INTERNATIONALIZATION of ASRils-index having the same normalized
score (0.16). The last weakest pillar is TECHNOLOGY ABSORPTION of ASRreléx (0.17).

The low score of OPPORTUNITY PERCEPTION pillar can be explained that Vietaanexperienced a long
history of centrally-planned economy in which private businesses mgstacted or even prohibited for decades.
Indeed, the history of Vietnam was closely tied with the strugglesafiional independency, leading to its low income
level economy and Vietham only has transformed to a market driveloragaince 1986. The consequence of wars,
the lack of or the limitation of enterprises to access resources and capital inrtbegcesulted in the low perception
level of entrepreneurs regarding opportunities in business ancedigof entrepreneurs of business failure, which
causing the low level of RISK ACCEPTANCE pillar [8]. Besides, Vietnam hadbpest a member of the WTO since
2007, while most enterprises in Vietnam have small and medium sizes wittala c@mpetitiveness. Therefore,
economic activities such as exporting and trading by small and mediterprises (SMESs) in Vietnam are reality low
and below the international average. So it is not surprised that the score of NRTEBNALIZATION is low [7].
The low score of TECHNOLOGY ABSORPTION pillar indicates the low level of tesknology absorption of firms
that is true for Vietham because in emerging economies - especially in gtagessition, entrepreneurs face the same
problem of lacking innovation, thus the ability of firms to absonlv tezhnologies is limited1[].

By contrast, the three best pillars of Vietnam’s entrepreneurship are HUMAN CAPITAL, RISK CAPITAL and
PRODUCT INNOVATION with its normalized scores of 0.5, 0.46 and 0.33ectely. The first pillar with the
highest nomalized score (0.5) is a component of Vietnam’s ABT sub-index, while the two remaining pillars are
components oWietnam’s ASP sub-index. The highest level of HUMAN CAPITAL pillar cam éxplained through a
higher rate of Viethamese entrepreneurs receiving higher education &swadihrge investment of the government in
education system in recent yea?$][ Besides, the high RISK CAPITAL pillar level for Vietham is resulted from the
larger informal investment in start-ups that is measured by the ligafidebt and credit markets and development of
stock market in Vietnam in this period. Lastly, PRODUCT INNOVATION meals introduction of any
improvements in functional characteristics, technical abilities or ease ¢ tise existing goods or services of the firm.
In Vietnam, investment more in R&D of private sector, the appeararttglofjuality research institutions, technology
transfer and the attention of government on the intellectual property protiectienperiod of economic transitionsa
encouraged the enterprises to add value to its products as well as enhanuevtdt®min production2].
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Figure 3. The relative position of Vietham at the plar level, 2011- 2015

In order to have more detailed and deeper understanding of the ergteg@eperformance of Vietnam, we
continue to analyze the relative position of Vietnam at the pillar level and compare the scores of Vietnam’ pillars
(which is shown in blue) to that of 93 participating countries in top @i percentile) and bottom third (33%
percentile).

All scores of Vietnam’s pillars in Figure 3 are below the scores of 93 countries’ corresponding pillars in the top
third. Also, most of Vietnam’s pillar scores are below the scores of 93 countries’ pillars in the bottom third, except for
two pillars: HUMAN CAPITAL from ABT sub-index and RISK CAPITALdm ASP sub-index. For the remaining
twelve pillars, Vietnam ranks in the bottom third out of 93 countriesshiich four pillars having the lowest scores are
RISK ACCEPTANCE, TECHNOLOGY ABSORPTION, INTERNATIONLIZATION and OBRTUNITY
PERCEPTION.
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Figure 4. The pillar scores of Vietham, Thailand ad Indonesia, 2011 - 2015

As shown in Figure 4he performances of Thailand’s pillars are the best as compared to the pillar’s performances
of Vietham and of Indonesia. Taken alone, Thailand has five stropgkst out of 14 GEDI pillars, including
OPPORTUNITY PERCEPTION, HUMAN CAPITAL, PRODUCT INNOVATION, OPPORTUNITY STARTU4hd
HIGH GROWTH. In Vietnam, there are three best pillars are mentioned above, igchidMAN CAPITAL, RISK
CAPITAL and PRODUCT INNOVATION, while three strongest pillars of Indsia are NETWORKING, PRODUCT
INNOVATION and STARTUP SKILLS.

It is not surprised that the pillar scores of Thailand are higher than scoses of Vietnam and of Indonesia
because Thailand now is an upper-middle income economy (GDP per capitaZRB is 15346.6 USD), which also
has made a remarkable socio-economic development progress with a sustainednandrewth in Southeast Asia
[29]. Furthermore, Indonesia’s pillars are performed better than Vietnam’s pillars that are explained by the higher
economic development of Indonesia as compared to Vietnam. In fact, although Indonesia is the world’s fourth most
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populous nation, GDP per capita has steadily increased and now Inder@smmerging middle-income countB0].
In Vietnam, the population has reached 100 million people, but its egotransferred from a poor income level to
enter the low-medium income country in 2008 [7].

All three countries Thailand, Indonesia and Vietnam pay more attention @BWB&T INNOVATION in their
entrepreneurship development. According to Hoi et al (2016), the sameofssmeerging economies, especial in
transition stages, is that entrepreneurs often lack innovation, resulting invdairfoundations of entrepreneurship.
Thus, in order to develop the entrepreneurial performance, it is easydéostand that the first priority is given to
PRODUCT INNOVATION pillar for three countries. Interestingly, the score of HUMBAPITAL pillar is high and
the same between Thailand and Vietndd].[Many studies such as Jens et al. (2011), Thomas and Durg) (201
Vietham and Chuthamas et al. (2011) in Thailand argued that human capisahplagportant role in entrepreneurial
success and the entrepreneur’s education leads to the business success of small and medium enterprises (SMEs)
[17,2610]. More specific, in Vietham, due to the important of human capital foedenomic development, the
government invests more in education system, resulting in the hiafeeofrentrepreneurs who had higher education
[28].

On the other hand, as mentioned above, the four Vietnam’s worst pillars are RISK ACCEPTANCE,
INTERNATIONALIZATION, OPPORTUNITY PERCEPTION and TECHNOLOGY ABSORPTION. $ary,
Indonesia has three worst pillars: INTERNATIONALIZATION, TECHNOLOGY ABSOR®NI and HIGH
GROWTH. Two of the three weakest pillars in Indonesia are the same inakiethat is because of the similar
demographic, cultural, economic and social characteristics between twoesuWith regards to the weakest pillar of
Thailand, only INTERNATIONALIZATION pillar is not good, which ismsilar to Vietham and Indonesia and is the
main issue not only three countries but also most ASEAN countries hiagetm the global integration proced$)|

The 14 pillars that create three entrepreneurial sub-indices (ATT, ABT andoA8i2)GEDI index can be further
subdivided into 28 variables. Each pillar is formed from an institutional variahdl an individual variable. Deeper
researching on the basic variable is necessary for analyzing Vietnam’s entrepreneurial performance.

Table 2.The relative position of Vietnam at the vaable level, 2011 - 2015

PILLARS INSTITUTIONAL VARIABLES INDIVIDUAL VARIABLES

Opportunity Perception Freedom and Propert Opportunity Recognition | 0.67
Tg Start-up skills Education Skill Perception 0.67
D Risk Acceptance Business Risk Risk Perception
§ 9 | Networking Connectivity Know Entrepreneurs
§_§ Cultural Support Corruption Career Status 0.71
5 & | Entrepreneurial Attitudes
_ Opportunity Startup Tax and government Opportunity Motivation 0.55
'g Technology Absorption Tech Absorption Technology Level
% ) Human Capital 0.50 (I;i?,:)r:fi:\r,ke(:ess ] 0.57 |Educational Level
E"é Competition U2 Reguriation Ok Competitors
I < | Entrepreneurial Abilities

Product Innovation 0.33 [ Technology Transfer 0.46 | New Product 0.63
_ Process Innovation Science New Tech
-g High Growth Finance and strategy Gazelle
% % Internationalization Eco?r(])mic c];compclzexit_:/ Export
S S e 0 apital
§-g Risk Capital v Marr)ket i UEls Informal Investment Uer
.0 <& | Entrepreneurial Aspirations ~ 24.8

GEDI !‘ Institutional ! Individual 0.57

Source: Author’s calculation from the Global Entrepreneurship and Development Index.

Table 2 presents the relative position of Vietnam at the variable level, in which Vietnam’s scores belong to the
upper 33%, the middle 33% and the bottom 33% of participating countriesoave bif green colored, yellow colored
and red colored groups respectively. The last row in bold shaw&HEDI level and its institutional and individual
variable scores.

The overall score of individual variable is 0.57, which places Vietnaneimilldle third of the GEDI countries,
is better than the overall level of institutional variable (0.37). This rafadtindicates that the individual environment
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of Vietnam is relatively well developed for entrepreneurial development thandtitetional environment. As can be
seen in Table 2, most of individual variables have the high scoresxaimdlividual variables, which receive a score of
over 0.65: OPPORTUNITY RECOGNITION, SKILL PERCEPTION, KNOW ENTREPRENBJRCARRER
STATUS, EDUCATIONAL LEVEL, and NEW TECH play a key role contributing to Vietnam’s entrepreneurial
performance. However, there also exist five individual variables withwa doore of below 0.5: GAZELLE,
TECHNOLOGY LEVEL, EXPORT, COMPETITORS, and RISK PERCEPTION place Vietimathe lowest third of
the GEDI countries need to be considered.

Moreover, the best performing individual variables of Vietnam is KNOW ENTFHERNEURS (0.90), followed
by NEW TECH (0.79), EDUCATION LEVEL and CARRER STATUS (with there score of 0.71), and the last are
OPPORTUNITY RECOGNITION and SKILL PERCEPTION (with the same score @f)0According to Acs, Autio
and Szeb (2014), the high score of KNOW ENTREPRENEURS variable is explajnadbetter knowledge or
understanding of entrepreneurs on entrepreneurship [1]. Thesbigh of NEW TECH variable is as a result of an
increase in using new technologies in business of entrepreneulSDE@ATION LEVEL and CARRER STATUS
variables, these high scores are resulted from the development of educaganisysroviding a good preparation for
start-up in the population. And SKILL PERCEPTION is known as the pegerof working age population having
enough knowledge and skills to start a new business. Lastly,ghet¢dre of OPPORTUNITY RECOGNITION shows
a higher percentage of working age population recognizing better opfiesttio startup the business in the area.

On the other hand, the scores of Vietnam’s institutional variables are not good and very low. Only LABOR
MARKET variable is green colored, showing that it belongs to the top 182 (of the GEDI countries). It is not
surprising for the highest score of LABOR MARKET among insitinal variables because in recent times Vietham
have an abundancd young population and cheap labor, which has become the competitive advianédtyacting
business start-ups,22]. Besides, nine institutional variables: FREEDOM AND PROPERTY, EDUCATION,
BUSINESS RISK, CONNECTIVITY, CORRUPTION, TAX AND GOVERNMENT, TECH ABSORPTION,
SCIENCE, and ECONOMIC COMPLEXITY are coded red showing that theesadrthese variables are in the lowest
third of GEDI countries, in which five out of nine institutional variables it lowest scores are from the ATT sub-
index.

Out of the nine worst institutional variables, BUSINESS RISK has the lowesiripénf) score (0.18), followed
by FREEDOM AND PROPERTY, CONNECTIVITY with the performing scores ag&®d @nd 0.21 respectively, and
then TECH ABSORPTION with the score of 0.27. Also, according tg Aao and Szeb (2014), BUSINESS RISK is
referred as the overall quality of business environment in a countn\EBRE AND PROPERTY are identified by the
efficiency of government in the regulatory process relating to stadp@gating and closing a business of entrepreneurs
and the ability to access the capital and resources. CONNECTIVITY is mentiotieal @mnection activities among
entrepreneurs in the entrepreneurial network. TECH ABSORPTION is thaewdwology absorption capability of
firms in a country [1].

Table 3. The four worst pillars and the correspondig institutional and individual variables of Vietnam in 2015

PILLARS INSTITUTIONAL VARIABLES INDIVIDUAL VARIABLES

Opportunity Perception Freedom and Property Opportunity Recognition 0.67

Risk Acceptance Business Risk Risk Perception

Technology Absorption Tech Absorption Technology Level

Internationalization Economic complexity Export

Source: Collecting the data from Table 2

Table 3 shows the four worst pillars and the corresponding influeindéddual and institutional variables of
Vietnam, which is collected from Table 2. More specific, the lowest level SKRACCEPTANCE in Vietnam is
caused by the low levels of institutional variable, BUSINESS RISK and of indiwduable, RISK PERCEPTION. In
other words, the lowest level of RISK ACCEPTANCE pillar can be explainedhe low quality of business
environment in Vietham and the fear of failure of Vietnamese that prévemt from starting a business [6; 28]. The
second lowest score of INTERNATIONALIZATION pillar are affected by the ltavels of ECONOMIC
COMPLEXITY representing by the high position of Vietham in Economic Coritgléxdex relative to its low GDP
per capita and the limited exporting and trading activities in Vietnam econobny7[2The worst performance of
TECHNOLOGY ABSORPTION pillar are because of the limitation of Vietnam firmseiw technology absorption
[11], Vietnam enterprises mainly rely on low-medium technologies ang 20 of Vietham enterprises have high
technology 28] (which is showed by TECHNOLOGY LEVEL variable). And the low scoreGHPORTUNITY
PERCEPTION pillar is mainly explained by the low level of FREEDOM AND PROPERariable or the low
efficiency of Vietham government in the regulatory process and the limi@ftidietnamese enterprises in accessing to
captals and resources in the econori@][
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4. The Penalty for Bottleneck (PFB) methodology

The GEDI methodology is considered as a better policy tool, not an optimal tadérttfy the weakness
inhibiting entrepreneurship development in a country, but it can provide dttidance for policy design. The
uniqueness is that this methodology provides a comprehensive ar@fyisigividual and institutional aspects of
entrepreneurship derived from the perspective of system. It helps w@tiEx national level entrepreneurial process,
thus making it consistent with the study of country-specific featuneteed, this methodology identifies bottleneck
factors, which constitute the weakest link amongst the pillars and consystem performance, thereby helping set
tangible goals for policies and support initiatives designed to improve the bottideatked. In practice, in the GEDI
methodology, the higher pillars values are adjusted to the weakesthmegqguillar value of the particular sub-index,
thus eliminating full, onge-one substitutability across pillars. However, this methodology doeguidée how to
measure exactly the penalty, therefore, the solution is not optimat, @mlg provides a better solutio24].

Besides, there are some limitations of the GEDI methodology that need foeubatter methodology. Firstly,
although the GEDI is a complex measure of entrepreneurship, we only 2&leariables and 14 pillars representing
the GEDI index that are available in the data reports of countries, thus leadsrtperfect or incomplete selection, and
then the policy recommendations do not generalized so well. Moreogdouttieen pillars of the GEDI only particular
reflect a national system of entrepreneurship. Therefore, maximizing the GEDhe country does not mean
maximizing the entire national system of entrepreneurship of this co@®cpndly, the GEDI analysis is not flexible
because there do not exist a perfect configuration suitable with all coumtdeatexts. More important, the GEDI
methodology is the best method that can increase the overall GEDI as well asct trexldisparities between the
pillars by improving the weakest GEDI pillar. Nevertheless, due to the dyrafnthe system, the other pillar may
become the weakest pillar and restrict an entrepreneurship performance of g, cthwsrthe issue of GEDI
methodology is related to how to allocate additional resources to achieve thel aptioome of GEDI [9].

Due to the limitations of the GEDI methodology, and because all pillargoamed as interactions between
individual and institutional aspects, the PFB methodology is considered gsmolibg application of the GEDI
methodology will be utilized, which provide a more realistic analysis of overdtiepreneurial performance of a
country, contributing to more insightful policy development and ccossitry comparisor2f].

According to Acs, Autio and Szeb (2014), a bottleneck is definedeawehkest link or the binding constrain in
the national entrepreneurial performance. In other words, withinen giet of normalized pillars, a bottleneck is a
factor with the lowest value. From the policy perspective, the PBF dwthgy focuses on the weakest pillar that is the
starting point where policy is generated to achieve the greatest enhancensystenfi. The principle of this
methodology is that the pillar scores should be adjusted regarding thiptohbalance. After equalizing the scores of
all pillars, the value of each pillar is “penalized” by linking it to the value of the weakest performing indicator (that is
called the bottleneck) in a given nation. If the bottleneck is improved, temlbWGEDI index will be enhanced
significantly [1].

The PFB methodology also implies that a stable and efficient configuration wilalsead if all pillars are the
same level. Traditional methods assume full substitutability between indicatbessystem, but this assumption is not
realistic because the value of substitutability between different comporfetite system may differ. Based on the
approach proposed by Tarabusi and Palazzi (2004) that if the diffefestween the particular pillar and the
corresponding pillar is larger, there requires a higher compensation for shef lmse pillar 25|, Acs, Autio and Szeb
(2014) create the penalty function reflecting compensation for the lamsegpillar with an improvement in another
pillar [1]. The penalty function is written as follows:

ha, = Miny; + (L— e Y0 - miny@.)

Where ly; is the modified, post-penalty score of pillar j in country;; ys the normalized score of pillar j in
country i; miny(i),j) is the lowest score ofyyfor country i.

i=1,2,..., n=the number of countries; j = 1, 2, m 5 the number of index components.

In this above function, by adding one minus the base of the nligealthm of the negative difference between a
particular pillar’s value and the lowest normalized value of any pillar in country i, we can identify the modified, post-
penalty score of pillar in a country. Therefore, improving the valubefveakest pillar will bring a greater impact on
the GEDI index than improving the stronger pillar’s value.

For policy section, this study will present a policy portfolio analysissaimincrease the GEDI score by five
points. TNhe principle of PFB approach is that the greatest improveraanbe reached by lessening the weakest
performing pillar. Once the weakest pillar has been eliminated, we add the aveskdiieces to improve the next
binding pillar and only stop if the additional resources are exhausted.

In order to increase the average GEDI score by five points, thetfiget of PFB methodology is that we increase
the score of weakest pillar until reaching the next bottleneck pillar. We assuméhahabst of reaching the
improvement is the same for all pillars. After that, we continue to addwvaiable resources to improve the next
weakest pillar score and so on. Once we achieve the desired five-moadsa in GEDI, we will stop to add further
resources.
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Table 3 A simulation of “Optimal” Policy Allocation to increase the GEDI score by five points

Original averaged pillar Required Increase in Pilla] Percentage of total ney

scores effort

Opportunity Perception 0.16 0.08 16%
Start-up Skills 0.24 0.00 0%
Risk Acceptance 0.07 0.17 35%
Networking 0.21 0.03 6%
Cultural Support 0.21 0.02 4%
Opportunity Startup 0.21 0.01 2%
Technology Absorption 0.17 0.07 14%
Human Capital 0.50 0.00 0%
Competition 0.22 0.03 6%
Product Innovation 0.33 0.00 0%
Process Innovation 0.19 0.03 6%
High Growth 0.22 0.00 0%
Internationalisation 0.16 0.05 10%
Risk Capital 0.46 0.00 0%

Sum of Changes 0.49 14.6%

Source: Author’s calculation

Table 3 represents the required increase in the particular in absolute aadlithe percentage of total new effort.
Vietnam has a relatively low GEDI score and several bottlenecks. Nine Vietnam’s bottlenecks are RISK
ACCEPTANCE with a 0.07 pillar score, followed by OPPORTUNITY PERCEPTION.16),
INTERNATIONALIZATION (0.16), TECHNOLOGY ABSORPTION (0.17), PROCESS INNOVKON (0.19),
NETWORKING, CULTURAL SUPPORT and OPPORTUNITY STARTUP with the same Qiflar score, and
COMPETITION (0.22). Vietham should allocate the additional resources reag@mabhg different pillars as well as
increase nine poor performing pillars to 0.24 (up to the level of SFAR SKILLS) to achieve the desired five-point
GEDI increase.

More specific, RISK ACCEPTANCE is the weakest performing pillar with ldwest score and is much lower
than the scores of other pillars, thus policy priority is giverRiBK ACCEPTANCE pillar. We increase this pillar for
Vietnam by 0.17 units to reach the value 0.24 of START-UP SKILL®.r€hson of high required increase in this pillar
is that a risk acceptance emphasis is necessary to start up SMEsbinlentubusiness environment in the transitional
economy in Vietnam as well as increase the firm’s performance [23]. More important, the rate of fear of business failure
of Vietham - a developing country in the first stage of developisdrigher than that of other developing countries in
the third stage of development that is because of a decline in economith gnoWietnam in recent period, the
difficulties of businesses in mobilizing capital and output market, leadirige dissolution of many firms in recent
years. The high rate of fear of Vietnamese business failure is one of the most important factors blocking an individuals’
engagement in entrepreneurship as well resulting in a low percentagespfemdurship in Vietnani§].

Once the weakest RISK ACCEPTANCE pillar has eliminated, OPPORTUNITY PERCERTI
INTERNATIONALIZATION and TECHNOLOGY ABSORPTION become the next weakeans. We also add the
available resources to improve these next binding pillars. More specific, we alssénarbigh value for three pillars
in the lowest bottom third group by 0.08, 0.05 and 0.07 respectivalgh based on the level of improved requirement
in the context of Vietham. The policy priority order is explained throwghesreasons. Firstly, due to a long history of
the struggles for national independency of Vietnam, the consequeroeialfst economy and now the slow recovery
of the economy after the global financial crisis occurred leading to the limitatieconomic opportunities to start a
business in Vietnam, the percentage of people who perceive an oppddwstayt a new business in Vietham is much
lower and that of countries having the similar economic development lefesltor-driven economies. As compared to
other ASEAN countries in the same stage of development (Malaysia, Thailamhesial and Philippines), the
percentage of Vietnamese who perceive an opportunity to start a nevedsugnalso lower than that of all four
countries. Thus, the second policy priority is given for OPPORTUNITY GEEHRIION, which will receive 16% of
total new effort when allocating to this pillar a 0.08 point increds¢ Becondly, TECHNOLOGY ABSORPTION is
the next important pillar needs to be enhanced because like emergingnexoespecially in stages of transition,
Vietnam firms now face the big problem of lacking innovation and iéyalo absorb new technologies is limited,
resulting in a low competitive capability of enterprisekl][ We allocate 0.07 points to TECHNOLOGY
ABSORPTION to reach 14% of total new effort. After that, a 0.05 point iserés given for the binding pillar
INTERNATIONALIZATION. The allocation of additional resources for INTERNATIONKATION pillar is
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necessary becausf the low level of economic complexity of Vietnam and the low level of Vietnam enterprises’
exporting potentialZ0,7].

After INTERNATIONALIZATION pillar has eliminated, PROCESS INNOVATION becomes tiext binding
pillar with the score of 0.19. In this case, we only allocate 0dd@gto this pillar. The low required increase of this
pillar is resulted from higher startups’ use of new technologies and higher expenditure of Vietnam on Research and
Development (R&D) activities as well as higher potential to conduct applied reseaxtbtmdm in recent years.
Businesses in Vietham make active efforts for process innovation [7]

NETWORKING and COMPETITION are the next binding pillars having the same sarev¢hshould add the
same value of 0.03 to these pillars. The important role of NETWORKINGatsittihelps entrepreneurs access and
mobilize opportunities and resources as well as provides entrepreneurs’ ease in reaching each other. COMPETITION
refers as the market uniqueness of start-ups, the market power of egisgmgrises and business groups and the
effectiveness of competitive regulation [1]. Therefore, in order todugpthe performance of COMPETITION pillar,
Vietham need focus on the market uniqueness of start-ups, controbtket pmower of existing businesses as well as
increase the effectiveness of competitive regulation.

Lastly, we increase a value for two next binding pillars in Vietham: GURAL SUPPORT and
OPPORTUNITY STARTUP by 0.02 and 0.01 units respectively. To incrémsealue of CULTURAL SUPPORT
pillar, Vietham should highly appreciate entrepreneurial career as well as reducesktod terruption in Vietnam. As
for OPPORTUNITY STARTUP pillar, in order to improve this pillar, a coumtegds to reduce taxes as well as lessen
its bureaucracy, and should encourage the consistency of regulaticlasatiwh [1].

Then, we stop to add further resources because the desired five-p@ihtirGEease is achieved. Altogether, a
sum of changes (0.49) or 14.6% of the existing resources isthéealleviate the nine binding constraints in Vietham
to improve its GEDI score by five from 22.2 to 27.1. The pasggnof additional resources in Vietnam is relatively
high, so this entrepreneurship improvement is probably an expeasivtime-consuming task for Vietnam.

5. Summary

This paper analyzes Vietnam’s entrepreneurship performance based on the GEDI Index and its sub-indices at the
pillar and variable levels, and then utilizes the PBF methodology to ralidy gariorities for entrepreneurship
development aiming to improve the GEDI score by five points for Vietnam.

This study, firstly, applies the GEDI methodology in analyzing Vietnam’s entrepreneurship performance. In order
to have deeper understanding of Vietnam’s relative position at the GEDI and sub-index levels, Thailand and Indonesia
are choosen to compare with Vietham regarding the entrepreneurial pederriidie main reason for choosing these
two Southeast Asia developing economies is that these countries are trahg&iionomies have similar cultural,
economic and social characteristics that can provide comparative insights istagbs of development. Moreover,
Vietham shares the border with Thailand, while Vietham and Indonesia hasamilee demographic characteristics
with a huge number of the population. As compared to the overall GEDI values of 93 participating countries, Vietnam’s
overall GEDI is only ranks in 72place out of 93 participating countries with a low value of 0.22. GRBI score of
Vietnam is slightly btter than that of Indonesia, but is much lower than Thailand’s GEDI score, showing the Vietnam’s
worst entrepreneurial performance.

With regards to three GEDI sub-indices, Vietnam received the lowest \@luWeTT and the highest value for
ABT. For fourteen components of three GEDI sub-indices, mositesfe pillars are not good with its low normalized
scores under  0.24. In particular, RISK ~ ACCEPTANCE, OPPORTUNITY PERCGERT
INTERNATIONALIZATION and TECHNOLOGY ABSORPTION are the four weakest pillars hwitery low
normalized scores. The weakest scores of four pillars are due to a long Huttng struggles for national
independency, the low starting point of Vietham economy, while most ofafieamterprises have small and medium
sizes (SMEs) with a low competitive capability in the world market, and the limitatioew technology absorption of
enterprises. By contrast, the three best pillars of Vietnam’s entrepreneurship are HUMAN CAPITAL, RISK CAPITAL
and PRODUCT INNOVATION.

It is interestingly that there is a similar picture regarding the best ancbtise @EDI pillars in Vietham, Thailand
and Indonesia. As for the best GEDI pillars, all three countries now pay more attemnfRiRODUCT INNOVATION
in their entrepreneurship development. The score of HUMAN CAPITAL pillaigh and the same between Thailand
and Vietnam. On the other hand, as for the worst GEDI pillars, INTERSNAILIZATION is the main issue not only
three countries but also most ASEAN countries have to face in the globahtitegrocess. Indeed, two of the three
weakest pillars in Indonesia are the same in Vietnam, including INTHRDIRALIZATION and TECHNOLOGY
ABSORPTION.

Next, the 14 GEDI pillars can be further subdivided into 28 institutionalirgiglidual variables. In Vietnam,
individual variables represent better outcomes than institutional variable. Sof éaurteen individual variables of
Vietham have the high scores: OPPORTUNITY RECOGNITION, SKILL PERCEPTION, KNOW
ENTREPRENEURS, CARRER STATUS, EDUCATIONAL LEVEL, and NEW TECH, whiglay a key role
contributing to Vietnam’s entrepreneurial performance. However, there also exist the five worst individual variables:
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GAZELLE, TECHNOLOGY LEVEL, EXPORT, COMPETITORS, and RISK PERCEPTIOBksides, as for
Vietnam’s institutional variables, only LABOR MARKET has a good score, while nine out of 14 institaiticariables:
FREEDOM AND PROPERTY, EDUCATION, BUSINESS RISK, CONNECTIVITY, CORRUPTION, TAX AND
GOVERNMENT, TECH ABSORPTION, SCIENCE, and ECONOMIC COMPLEXITY, in whiorefvariables with
the lowest scores are from the ATT sub-index, which are main fastpiaining the four above weakest performing
pillars of the GEDI Index.

The GEDI methodology is considered as a better policy tool, not an optimal tadértfy the weakness
inhibiting entrepreneurship development in a country. Indeed, this métigydeelies on fourteen GEDI pillars that
reflect a national system of entrepreneurship. Thus, maximizing the GEiDleacountry does not mean maximizing
the entire national system of entrepreneurship of this country. The y@maBottleneck (PFB) methodology is then
employed, which is considered as the policy application of GEDI methodofogiding a more realistic analysis of
overall entrepreneurial performance of a country, contributing to maghihd policy development and cross country
comparison. The principle of the PFB method is that the greatest impeovecan be achieved by alleviating the
weakest performing pillars or the bottlenecks.

Lastly, we suggest a simuiat of “optimal” policy allocation to increase Vietnam’s GEDI score by five points.
More specific, we increase the score of weakest pillar until reaching thbatd&neck pillar. Then, we continue to add
the available resources to improve the next binding pillar and so on,néndtop to add further resources once we
have achieved the desired five-point increase in the GEDI. In Vietnam, nithenboks with the lowest scores are
RISK ACCEPTANCE, OPPORTUNITY PERCEPTION, INTERNATIONALIZATION, TECHNOGY
ABSORPTION, PROCESS INNOVATION, NETWORKING, CULTURAL SUPPORT, OPPORTUNITYARTUP
and COMPETITION, which will be allocated the additional resources reasonat@dgdb the desired five-point GEDI
increase. Policy priority order in Vietham bases on the scores of GED§pitlawhich the highest priority is given for
RISK ACCEPTANCE pillar, followed by policy priorites for OPPORTUNITY PERPTION,
INTERNATIONALIZATION and TECHNOLOGY ABSORPTION. The second policy priorgyoup focuses on the
improvement of PROCESS INNOVATION, NETWORKING and COMPETITION pillaxed the last policy priority
group aims to enhance the scores of CULTURAL SUPPORT and OPPORTUNITY SJFARNdditional resources
allocation is stopped because we reach the desired five-point GEDI incragage step. However, entrepreneurship
improvement is an expensive and time-consuming task for Vietnamdeeasuneed a high percentage (14.6%) of the
existing resources to alleviate nine binding constraints.
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ABSTRACT

The warning signals of sovereign default risk are the changes of mgdgs granted by credit rating agencies.
attempts of determining the factors affecting sovereign default dskpe previous researches focused

macroeconomic variable, whereas Altman, the author @fore model, proposed a new “bottom-up approach” using

microeconomic data. Following the “bottom-up” perspective, this paper aims at discovering the relationship between
sovereign default risk and financial strength of public companies in Vietmaondér to achieve the objective, a cro
sector analysis of financial ratio measuring financial distress has bdempast. The study found that among finang
ratios used to calculate the Z-score, only less than half of the examinesl slatiwed a clear trend in the distres
period. Therefore, these ratios can act as warning indicators for potential innrasseage borrowing cost as well

the change of sovereign credit rating. Furthermore, the country Zsopesed by Altman and Rjiken (2011) may |
work effectively with financial data of Vietnamese public companies.

Keywords: financial distress, default risk, credit rating, cross-sector analysis, Vietagoabkc companies.

1. Introduction

It is widely viewed that financial crises and debt crises have become setviagettla first decade of this century
with worldwide spill-over effects, particularly, the sub-prime crisighie@ United States in 2008 and the recent debt
crisis in the Euro zone. Mink and de Haan (2013) found a causeffand-relationship between news about Greek
bailouts and sovereign bond prices in Portugal, Ireland and Spain. Asstidcby Allen and Moessner (2012), the
Eurozone debt crisis generated negative impacts on international liquidity. EBRdiehart and Rogoff (2009) listed
some consequences of a default crisis including high inflation, collapsestainge rates, banking crises and currency
devaluation. According to Borensztein and Panizza (2009), a sovereigutdaisis results in even more serious
political consequences. Therefore, sovereign debt and sovereign defaulhavsk received great attention
internationally from lawmakers and scholars.

Sovereign default risk is often determined by macroeconomic variables sthehifation rate, GDP growth, the
level of foreign debt, the exchange rate, etc. For instance, the impact afyaliped fiscal policy on default risk in
emerging markets was discussed through a dynamic stochastic lmpo@ahdra et al. (2010). Bi (2012) employed the
fiscal limits and sovereign debt level to explain the movement of a country’s default risk premium. Accordingly, long-
term risk premia can be considered as early warnings for the risiegegpv default probabilities. Macroeconomic
variables like general output and foreign debt also interact with sovereign default risk (Arellano, 2008). This “top-
down” approach treats the national economy as an independent entity characterized by its macroeconomic figures
among which the level of debt as percentage of GDP is one of thecmmsnon measures. According to The
Economist, Vietnam’s sovereign debt to GDP ratio was 46.9 percent in 2015, which is lower than the public debt to
GDP ratio of many developed nations. However, the perspective of defaidibile, especially when income from oil
exporting -one of the main budget’s inflows - keeps declining. Experience has also showed that a relatively low debt to
GDP ratio cannot assure a low probability of sovereign default. In 20i@yeign debt to GDP in Greece was 130
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percent, which was almost 1.5-times lower than that of Japan, butgtilehough to cause a debt crisis in Europe (The
Economist, 2010). Also in that year, the creditworthiness of Spainreland was downgraded more significantly than
that of the United Kingdom, which has a much higher debt to GDP raterefbine, macroeconomic variables alone

may not be sufficient for predicting sovereign default risk, especially engerging market like Vietnam.

If we consider a country as a business entity which has corporationssidiaries and branches, there would be
direct relationship between business performance at the corporate levelthacdcauntry level. Differently put, the
financial strength of companies can be aggregated into the country’s economic figures. This “bottom-up” approach
stresses the impact of microeconomic measures on national economic aétitritgn and Rjiken (2011) and
Pormeleano (1998)rgued that companies’ financial strength expressed by the Z-score of Altman (2000) might
influence the economy in general, including the probability of sovereign default. Compared to the conventional “top-
down” approach, the “bottom-up” perspective may suggest new conclusions and fill the gap of knowledge regarding to
sovereign default risk.

This paper aims to examine the relationship between the probability oégpvdefault and financial strength of
Viethamese public companies. In the scope of this study, the autlsideotine severity of sovereign default risk as the
change in sovereign credit rating of Vietnam, granted by the internationd@ @tdg agencies including Moody,
Standard and Poor, and Fitch.

2. Literature Review

Previous studies on the determinants of sovereign default risk, asswvetedictive models of debt crises, are
often investigated based on the linkage between sovereign debt and maaréedaatmrs. Cantor and Parker (1996)
proved the link between macroeconomic factors (income per capita, GDFhgioffation, the fiscal balance, the
foreign debt level, economic development) and historical default eventditioadReinhart (2002) assessed the credit
ratings of Moody’s, Standard & Poor, and Fitch as a comprehensive summary of the probability of default of the
sovereign. However, empirical studies by Baek et al. (2005) and Frd@st) (@6ticized the macro-factor based rating
models of credit rating agencies for late warnings before the 1998 @siaamncy crisis. Moreovedeveloped countries
often have more favourable credit ratings than developing economiesidn Africa and Latin America (Gultekin-
Karakas et al., 2011). As soon as the Eurozone debt crisis occurred, it became evident that even developed economies
might be vulnerable to default despite their clean credit history. Because maommécdactors and sovereign credit
ratings become less informative to predict future sovereign default crisespuld tdike a closer look at the internal
financial capacity of each economy.

Altman and Rjiken (2011) have developed a new application of the B-stassessing sovereign default risk. By
measuring default risk of listed companies in eleven Europeanomies and the United States during the period from
2008 to 2010, the authors proposed an early warnisigrayof sovereign default risk based on financial streagthe
corporate level. This finding is consistent with pregioesearch by Pomerleano (1998) who calculated a cdertlyZ-
score for East Asian countries during the Asia currency cAsiordingly, Thailand, Indonesia, and Korea had the lowest
level of Z-score and experienced the most severe consaggueithe crisis in 1998.

However, the data applied by Altman and Rijken (2011) was limited tomgple of public companies in the
United States and eleven European countries. Employing a similar model tangmeegkets where the business
culture and the economy’s structure are totally different from the above mentioned countries may generate new findings
for this topic. The case of Vietnam is especially interesting because, thetiofpstate-owned enterprises (SOES) on
public debt in Vietham may be another unknown puzzle that needs furtlestigation. These companies contribute
33% of GDP in 2011, according to the General Statistic Office of Vietnam, and espleaiedly direct connection with
public strategies and plans. Although many of them have been privatidesblainto public since 2000, the ownership
of the state via representative mechanism is still significant. This facsitifat the roles of SOEs may narrow the gap
of public debt and corporate debt; therefore, unveil the other side of thetsubjec

3. Methodology

The author will follow the “bottom-up” approach proposed by Altman and Rjiken (2011) to explain the change of
sovereign credit rating of Vietnam given by the three major credit ragjegcies during the period between 2008 and
2015. Accordingly, financial ratios that are used as proxies for companies’ financial strength are calculated and
aggregated into representative financial indicators for a sector.

However, the lack of record for default events at corporate level may nesmany troubles for interested
researchers. Most of Vietham public companies have not reported any hayktupng the studied period. They are
not rated by credit rating agencies either. To address this problem, thecautsiders the following proxies for default
risk:

The failure of public companies on the stock market: delisting, significasminastock value, or being prohibited
from transactions;

The increase of cost of capital: higher effective borrowing cost showisg ik premium to use fund.
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The latter measure is more straightforward because the change of bgramst can be obtained directly from
companies’ financial data. Hence, the author uses borrowing cost of company to determine the default risk in this study.

Altman (2000) suggested that there would be four factors hamipgadt on financial strength of company: (1)
short-term liquidity, measured by the ratio of Net working capital to Totet,a& the level of retention, measured by
the ratio of Accumulated retained earnings to Total asset, (3) the asset’s productivity, measured by Total asset turnover
and the ratio of Earning Before Interest and Taxes (EBIT) to Total ass€@)ahe maximum loss in market value of
the company before insolvency, determined by the ratio of market Viadgglity over book value of total liabilities.

In addition, the debt level, expressed by the ratio of Total liabilities to Total arddng-term debt ratio (long-
term borrowings to total lon@grm capital) can be considered as the proxies for company’s leverage, thus, affect the
financial risk.

4. Data handling and description
4.1.Data handling

The financial data of Vietnamese public companies is obtained from a data serviderpngth full information
from 2000 to 2016. Currently, there are 325 companies listed initdimth City Stock Exchange (HOSE) and 381
stocks traded in Hanoi Stock Exchange (HNX). However, most of the companiesebeghlic only after 2008, as
shown in Table 1.

Table 1. Public and Non-public companies on HOSE ahHSX

HOSE HNX
Year Public Non-public Public Non-public
2000 1 324 0 381
2001 1 324 0 381
2002 5 320 2 379
2003 18 307 5 376
2004 32 293 10 371
2005 128 197 92 289
2006 179 146 145 236
2007 259 66 247 134
2008 287 38 318 63
2009 293 32 335 46
2010 298 27 343 38
2011 304 21 351 30
2012 314 11 362 19
2013 320 5 375
2014 321 4 380
2015 321 4 380

Source: summarized by the author

Therefore, the study is conducted using data from 2008 to 2G\®i too many missing data.

More than 700 Vietnamese public companies are grouped into 10 sectordirapdo the Global Industry
Classification Stadard (GICS®) of MSCI Inc. and Standard & Poor’s, except the Telecommunication Services sector.
The Financial sector is also excluded from the research because of its cimgaeteristic. The companies listed on
HOSE have already classified by the stock exchange, while the ones on HNXtdn another category system. In
attempt to make a better comparable data set, the author has converted the HNX categointy&ICS®. The 9
sectors are Consumer Discretionary, Consumer Staples, Energy, Health n@astridls, Information Technology,
Materials, Real Estate, and Utilities.

Financial ratios of the sector are the means of those for componenariempln order to avoid negative
influence of extreme outliers, the author removed all data points lyihgofothe 3e confidence estimates, in
accordance with the method conducted by Van Gestel et al (2006).
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4.2.Data description

The data of financial ratios in each sector shows relatively clear treridg the studied period; however, when
being compared to each other, the financial ratios for each sector dteirrdipatterns as they can been seen figures
in Part 5. Therefore, a cross-sector analysis will be conducted instaacbofprehensive perspective. The author will
analyze and explain the co-movement of sectors regarding to thdisanwal ratio, rather than attempting to consider
a common figure for the whole Viethamese economy.

5. Cross sector analysis of corporate’s financial strength in Vietnam
5.1. Short-term liquidity

The short-term liquidity is measured by the ratio of net working capititéd asset, while net working capital
(NWC) is the difference of total current asset and total current liabilities. Theralssr some other financial ratios
which are the proxies for short-term liquidity, such as current raticqaiotk ratio. Nevertheless, these ratios are less
effective to predict the company’s financial distress (Altman, 2000).

The pattern of NWC to Total Asset ratio in each sector is shown in Fightth@ugh short-term liquidity is often
used to assess potential financial risk, this may not the case in VidWfash.of sectors experienced fairly stable
movement of NWC to Total Asset over time. Furthermore, each sector lwagnitevel of liquidity ratio based on its
unique features. For example, Information Technology provides s@a@t@ges that are paid in instalments; therefore,
the account receivables of IT companies are often greater than firms in othes. secto
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Figure 1. Net Working Capital to Total Asset ratio
5.2.The size of retained earnings

Accumulated retained earnings give the information of how much the cgrspaas for reinvestment. It is also
the same as a “saving account” of the company. The common logic is that the more money the company saves the less
default riskit exposed to, i.e. “more money is safer”. In addition, the assessment of financial strength based on the size
of retained earnings may lead to a discrimination against young comparias are not aging enough to build up
sufficient capital base. This measure also gives a favourable considerationstoradrtional sectors and long-term
established companies.
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Figure 2. Retained Earnings to Total Asset ratio

The average retained earnings as a percentage of total assets is lower than 100o@frs@ctsrs, as shown in
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Figure 2. Noticeably, the Real Estate companies save least, while Utilities segtedshsolid upward trend. The ratio
fluctuated remarkably during the period between 2008 and 2@fanbwith a global financial crisis, and ended with a
recession in the domestic stock market.

5.3. Asset productivity

Asset productivity is the ability to generate sales or profit by usingt afficiently (Altman, (2000). The
companies with higher asset effectiveness will earn more, thus ieginevfinancial strength and reduce the default
risk. In this study, the author examine the two ratios of affattiveness: the asset turnover (Sales to Total Asset) and
the EBIT earned by each value unit of asset (EBIT to Total Asset).
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Figure 3a. Sales to Total Asset ratio
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Figure 3b. EBIT to Total Asset ratio

The asset productivity ratios of the 9 sectors can be seen in Figure 3. afitile the EBIT to Total Asset gave
distinctive information about future patterns and could be used as sigpatéatial movement of the market, the Sales
to Total Asset ratio lacked those features. Although the studied period ubatargtially erratic, the business
environment might not affect the asset turnover. Like the NWC to TatstAatio, the Sales to Total Asset ratio is
more influenced by the specific aspects constrained by exclusiveebsisiativities of each sector.

The over-time comparison in Figure 3a and 3b suggested EBIT to Tsgat Aatio as an important indicator for
trend analysis of default risk.

5.4.Leverage ratios
The leverage ratios were mentioned in many papers researching financiaPdskeleano (1998) found the
consistence of leverage level with the financial distresses in East Asia thefagksian currency crisis, whereas Altman

(1968) and Altman and Rjiken (2011) incorporated the measuteldflevel into Zscore model to assess companies’
financial distress. However, the debt ratios of 9 sectors in Vietnam hawalooked any distinct model.
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Figure 4b. Long-term debt ratio

Figure 4a illustrated the stability of total debt ratio in all 9 studied sectors, whileeFlp made a definite
separation of long-term capital structure in these groups. Both total debamdtiong-term debt ratio did not change
significantly during the period under the study in spite of thatiity featured in that time. Additionally, Figure 4b
revealed the long-term capital structure of different industries in Viethathustrials sector can be considered the
“boundary” stabilized at 0.2; while the upper side includes Real Estate, Energy, and Ultilities, the capitalviatens
groups, and the lower side contains less investment-concentrated.sectors

6. Sector borrowing cost and sovereign default risk in Vietham

The integrated sector ratios to assess financial strength of Vietnamdisecpnipanies need to be evaluated by
putting them aside the potential default risk of the sectors. In this paper, the author use sector’s average borrowing cost
as a measure of credit risk. The lenders will ask for extra risk premaiyrovide funds to distressed organizations;
therefore, increased credit spreads or borrowing costs will defingBéct the information of risk in financial market.
At country level, we can use the sovereign credit ratings or the spr€addit Default Swap (CDS) to measure default
risk (Altman and Rjiken, 2011); however, the similar assessment &ppoopriate at corporate and sector level because
the corporate bond market in Vietnam is not popular.
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Figure 5. Sector average borrowing cost
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6.1. Sector borrowing cost

The effective borrowing cost is calculated based on interest expense andt¢ogsitigenerating liabilities which
include short-term borrowings, long-term borrowings, convertibleds and preferred shares. According to Figure 5,
all sectors had higher interest burden in 2011 and 2012, the timeMidiaamese stock market hit the bottom. Among
the sectors, Information Technology seemed to be more sensitivetagaitis risk, while, surprisingly, Real Estate
was able to borrowing at lower cost despite its low retained earnings, leasteffiectiveness and high long-term
leverage (see Figure 2, 3a, 3b, and 4b).

The moving pattern of borrowing cost displays the same directithnsame but not all financial ratios analyzed
in Part 5. Accordingly, Retained Earnings to Total Asset ratio and E®ITotal Asset ratio perform better than
leverage ratios, asset turnover and liquidity measure in giving signalrfsing cost of borrowings.

The Retained Earnings to Total Asset ratio tended to peak in 2010ganahead the increase of borrowing cost,
a movement that opposed the expectations implied in previous studiesbi eaplained that corporate management
team might be well-informed about potential financial risk and might be cawtimugh to retain more income.

In the same direction, the EBIT to Total Asset is higher in one ysfarebthe distress, whereas the ratio which
reflects the operating profit on each value unit of asset should have beenth@ndifficult period. Although the reason
for this unexpected reality is still opened to further research, researchesstaniars are advised to be more prudent
when considering the case of Viethamese companies in future studies.

6.2. Sovereign default risk

From the bottom-up perspective, the question is whether financial ratiogefdt disk of sectors in an economy
can help to predict the sovereign default risk, or at least give a warnorg laeflowngrade in credit ratings.

Bal/'BB+
Bal2/BB
Ba3/BB-
—+—Moody
BlI/B+ S&P
—a—Fitch
B2B
2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Figure 6. Vietnam’s sovereign credit rating
(Source: Moody, S&P and Fitch Ratings)

Viethamese government bond is currently rated at B1 by Moody and\BBtdh Rating. Since 2008, the highest
rating earned by Vietnamese government bond was BB granted by Standard & Poor’s in 2010, before the downgrade
one year later by all three credit rating agencies.

The downgrade in 2011 happened after an increase of borrowingetagen 2010 and 2011 in all sectors. On
the other side, the decline of borrowing cost in 2013 was followegoBitive signal from the credit rating agency:
Moody and Fitch recovered the long-term BB- for Vietnam. It is convititatdcredit market for companies may move
earlier than the market for sovereign bond although the time gap wasiget than one year. Therefore, the bottom-up
approach may perform better in predicting the sovereign default riskiititehm expectation.

7. Further discussion and conclusion

The connection of a macro-economic feature like sovereign defaultamdkmicro-economic financial data
supports the inductive reasoning in academic activities. In this paper, such a “bottom-up” approach has been conducted
by evaluating some common financial ratios that related to public companies’ financial distress, finding the relationship
of those ratios to the sector average borrowing cost, and deducingestigtion for potential change of sovereign
credit ratings.

In spite of employing the “bottom-up” approach, the author would not think that the country Z-scores proposed by
Altman and Rjiken (2011) would perform effectively with fina@laata of Vietnamese public companies. The data for
three out of the five variables proposed by Altman (2000) didhm# & clear pattern during the studied period. They
are NWC to Total Asset ratio (X1), Market Value of Equity to Book ValueatélTLiabilities ratio (X4), and Sales to
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Total Asset (X5). In addition, an attempt to calculate the representative of Zemtore has been done. However, the
Z-scores for four out of the nine sectors are in grey area, awAl{2000) defined the cut-off scores for unclassified
cases, i.e. the grey area, were 1.81 and 2.675. The figure ofe&&st® sectors is shown in the Appendix.

In future researches regarding sovereign default risk and financial distressuthor will refrain from using Z-
score and other linear regression because linear (panel) models have bhghiddgto perform poorly in predicting
sovereign default risk (Amstad and Packer, 2015). Instead, non-pacamathine learning models will be considered
to predict emerging market’s sovereign default. The development of computer science raises the motivation for
researchers to explore new techniques to rediscover and refine the sfudynde. Contributions of Van Gestel et al
(2006) with the applications of Support Vector Machine method, and Oztwak (8016) with the random forest
decision tree method suggest more improved papers regarding tgtbimtine future.

Appendix. Z-scores of sectors

Although there are some versions of Z-score calculation suggested bgnAdimd other researchers, the function
and weights presented by Altman (2000) were employed because @ppropriation between the data set and
Altman’s research.

The formula of Z-score is given as follows:

7=12X,+14X, + 33X, + 06X, + 1X,

Where:  X,= Net Working Capital / Total Asset
X .= Retained Earnings / Total Asset
X .= Earnings Before Interest and Taxes / Total Asset
X .= Market Value of Equity / Book Value of Total Liabilities
X_= Sales / Total Asset
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Figure 7. Z-score of sectors
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ABSTRACT

The purpose of this paper is to identify the factors that influence thé faising ability of innovative nev
ventures/startups. We investigate a data set composed of 42 Vietnamesgivianogw ventures. Specifically, th
authors run a Tobit regression model linking the amount of equity rajsételzompany to the human capital of
company and firm’s characteristics and focused the analysis on the Chief Executive Officer (CEO) of the new company,
who usually is a founder and, in the early stages, the most chicidigare. The paper sheds light on the fact
affecting the fund raising process of innovative new ventures in the early stage of the company’s life cycle.

Keywords: CEO; Entrepreneurship; New venturers; Fund raising

1. Introduction

Entrepreneurial activity fosters the innovation and technological changenafion (Schumpeter, 1943). It is
widely acknowledging the fact that places with high numbers of eigespusually have high economic growth. The
cause of this relationship is by starting a business does not ealg aralue for the economy but also create many job
opportunities, thereby improving the quality of life of people KPamnd Taher, 2010). Shane (1995) demonstrates
entrepreneurship is key for the economic growth by investigatingilootidn of entrepreneurial firms to the US
economic growth in the period 1947-1990. Moreover, new venanmesesponsible for job creation (Vesper, 1996).
Recent studies (Stangler and Kedrosky, 2010; Kane, 2010) show thghsstamrtuaccountable for almost all the new
jobs created in the USA (about 63 percent). A research by Haltiwahgén(2013) on the US economy in the period
19922005 confirms that existing firms are net job destroyers, losingndhien jobs net combined per year. By
contrast, in their first year, new firms add an average of three millian @bring recessionary years, job creation at
startups remains stable. For all these reasons, entrepreneurship has atimctdntion of scholars since many
decades and startups are becoming a growing area of interest. The sfistadsups has an impact on the economy,
so that governments in developed and developing countries have adoggdty of supportive policies and effqrts
creating a favourable business environment to promote startupshgrowt

Entrepreneurship is a very complex category that involves many actigtiel, as identifying and evaluating
opportunities and motives; search and allocate resources; corporateageeifundraising. As pointed out by Clarysse
et al.(2011), the growth paths of young technology-based firms r&suit structuring resource portfolios. Resources
embrace human, technology, and financial resources. More specificallgnttépreneurial model is usually associated
to a need for capital exceeding the founders’ ability to self-fund and the company’s capability to self-sustain.
Consequently, new ventures (also referred as “startups” or “young and new technology-basedcompanies/NTBF” [1]) in
the early stages base their development on the resources collected throughl &rteroing, which comes from
investors specialized on equity (seed and venture capital, as well as businessrandpaitors, accelerators, recentl
also crowdfunding). Equity capital acquisition is one of the most critical rladtothe growth path of a startup/new
venture (Hustedde and Pulver, 1992; Colombo and Grilli, 2010; Calarnlal, 2010). The lack of adequate funds
hinders firms’ growth and even threatens survival because it is strong correlated to resaaqeasition (Carpenter and
Petersen, 2002).

Therefore, it is critical to understand the variables affecting the ability oiveatures- specifically in the early-
stage phase to access to financial resources. This paper concentrate on new ventheesadrly stage phrase in terms
of company’s life cycle combine with venture capital life cycle. This mean, at this early stage, the company has a

* Corresponding author. Tel.: + 84886226688
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product or service that it is testing @ill developing, but it isn’t completely ready to go to market. In some cases, the
product may be commercially available in a limited manner but not yet genemrgue. Typically, a company that
receives early stage financing has been in business for less thayedm®dnsofar, only a few studies have focused on
the influence of human capital and firm’s characteristics on fund raising. Cressy (1996) suggests that humatalcap
determines the ability of a company to access to financial resources, thieite affirm that capital raised by a startup
is positively relatedo the entrepreneurs’ level of education (Bates, 1990). By contrast, Storey and Wynarczyk, 1996
find that company-specific factors also have a great explanatory powerdasafsing is involved.

While the importance of equity capital on future new venture peeoce has been deeply investigated, access to
equity capital for start-ups at an early stage and the existing linkagebumitiin capital and firmgharacteristics still
remain an open research problem. In particular, the study of fadfecsing the successful fundraising of startups is
quite new. However, research in the world often focuses on developedycoomigxts, where business environment is
more advanced, and probably completely different from emergentxt@ntch as in Vietnam. The research in
Vietham is very new, and it focuses mainly on the first issue (stgdii@ factors that influence the entrepreneurial
intention of the business).

Our analysis aims at filling thigap by linking the founders’ background (education) and firm characteristic to the
ability to raise new capital. This study contributes to the entrepreneurshagulieeand provide important implications
for researchers and practitioners who are more and more interesteduip stampanies in general and, specifically, in
the funding process of early-stage companies (with a focusalitagjive and quantitative evaluation criteria).

The paper is structured as follows. The first section is an introdutdidhe main topic of paper, i.e. the
relationship between entrepreneurship, firm age, firm size and capital raistes®@ The second one introduces the
theoretical framework and includes a comprehensive literature review on floapitad, firm characteristics and new
ventures/startups. In this section we also introduce the conceptualxfosakwe adopted to run the analysis. Then, the
methodology is discussed and the main features of the sample ardqutebethe final section, results are described
and discussed. Some managerial and research implications complete the paper.

2. Literature review

Although the idea of considering a company as a set of resourcedready addressed by Penrose (1959), it was
only during the 1980s that academic researchers began to consideceesmua key aspect for strategic management.
Until that time in fact, attention was focused mostly on the industry artleocompany positioning within a specific
strategic group. Wernerfelt (1984) introduces the concept of resouritiempbsrriers in analogy to entry barriers and
shifts the focus of analysis from the product/business sidestoetiource side. The resource approach offers a theory
able to explain the linkages between diversification and economiespH, sodefined by Panzar and Willig (1981). In
fact, the tangible and intangible assets owned by a firm are supposgeetdsddiversification process, the choice of
the markets to address and the types of firms to acquire or parthetnatitis perspective, mergers and acquisitions as
well as alliances can be seen as a way of obtaining a set of resauanemperfect market.

Starting from the five competitive forces model (Porter, 1980), Wernerfethiega the concept of resource
position barriers, considering them as a competitive advantage against comsdii®nte give the company higher
returns. As opposed to entry barriers, resource position barriegblart® protect an incumbent not only from potential
entrants, but also from other companies operating in the same industtyategic group. Another key aspect of
resource position barriers is that the resources behind them could be util@tedr markets. It is worth noting that to
be valuable, a resource position barrier should be transformed into abamiey in at least one market.

The importance of resources is particularly true for small firms thatorelgwner(s) skills (Lerner and Almor,
2002). Therefore, management skills can be considered part of lvaypitad resources and are able to lead competitive
advantages. According to Alvarez and Busenitz (2001), also opportunityfizhgitth can be considered as a resource.
Consistently, many authors (Shane, 2000; Eckhardt and Shar®, 2@ focused their work on the motivations,
methods, and circumstances underlying the ability to identify opptes that only certain individuals seem to have
access to.

This paper focusses on company internal resources, with a specific attengiarly-stage innovative companies.
Specifically, our research aims at shedding light on the relation betweeanhcampital, firm characteristics and
organizational capital resources and physical ones, with a focus on financiatess@quity capital acquired by the
company through fund raising).

2.1.Firm characteristics: size and age

As regards the size of firms, already Schumpeter (1942) emphasisgasttiee influence of size on innovative
firm performance, while a number of theoretical studies have claimed that tangpanies have potential factors such
as economies of scale, lower risk, a larger market and greater opportianiagpropriation (Fernandez, 1996), which
enables them to undertake innovative projects and difficult to reach theQugahizations perform differently due t
their size-specific characteristics. Small firms are viewed as more flexiblaameative (Acs and Audretsch, 1990;
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Winters and Stam, 2007), whilst larger firms have more resourcasagadiilities arising from their economies of scale
(Winters and Stam, 2007). Thus, organizational size can be seen to dwibkesdvantages and disadvantages to
fundraising behavior. Accordingly, this study proposes the hypathesi

H1: Firm with a lager size are more successful in equity fund raising.

Organizational age can have both a negative and positive effect on organiz&tides.firms have more
experience, and have established relationship networks, technical competencieswarptoduct development
processes and routines (Bierly and Daly, 2007). On the other hawed fiolds can be more bureaucratic (Bierly and
Daly, 2007). Meanwhile, younger firms are often more flexible and are likely to raise fund.

H2: Firm with a longer age are more successful in equity fund raising.

2.2.Human capital

Several studies on entrepreneurship have focused on the perhereafrepreneur (human capital). According to
this stream of research, different variables have been considered as predictors of entrepreneurial propensity and firm’s
performance.

Entrepreneurs’ age and gender are common variables scholars study when focusing on entrepreneurs’ basic
demographic factors (Roberts, 1991; Bates, 2002; Levesque and Minnit), 3aB®lars argue that entrepreneurial
propensity and ability to identify opportunities decreases with age. Empirical resiesnomstrates that young adults
have a stronger focus on opportunities than older adults (Zacher asel BH41). By contrast, to recognize an
opportunity, a certain degree of domain-specific knowledge is requiestbnt contributions ascribable to the field of
study related to “young entreprencurship” (Lewis and Massey, 2003; Schoof, 2006) state that young entrepreneurs face
major challenges by trying to raise capital to start-ups their busineser{Soey 1987). First, they typically do not own
real assets that can be used as a collateral security for a bank loan; second tbégriedibility from banks and
financial actors.

As regards entrepreneur’s gender, extensive research investigates on the existence of a gap between male and
female entrepreneurs. Scholars outlined the difficulties that female entrepréseriin fund raising especially in the
early-stage phases of a stapt{Rosaet al, 1996).

Experience and education are other human capital characteristics thatéiavmdied in relation to company’s
performance (Rauch and Rijsdijk, 2013; Colombo and Grilli, 2005, 2010). Specifically, entrepreneurs’ high educational
levels/years of schooling can be considered as a proxy of the knevdedgired by the entrepreneur before initiating a
start-up (Rauch and Rijsdijk, 2013). Education provides the reagessgnitive skills to adapt to environmental
changes (Hatch and Dyer, 2004).

As previously mentioned, studies on entrepreneurship show how exggesard education have a strong impact
on company’s performance. Specifically, education is a source of knowledge, skills, discipline, motivation, and self-
confidence (Coopeet al, 1994). Entrepreneurs may also leverage their knowledge and thecsotidts generated
through the education system to acquire resources and access toshusinesks (Shane and Khurana, 2003; Arenius
and De Clercq, 2005). This is particularly true when taking into ceretion higher level of education. The network of
contacts that a person may acquire through an MBA course could be cauctakfgrowth of the new venture.
Therefore, we expect that entrepreneurs who have broader busipesierece, solid background in business and
management and are older should have more chance of succeedieg lputiness ventures. Actually, they could
leverage their prior experience and exploit their network, develop mordiegurusiness plans and be more effective
in raising capital (Hustedde and Pulver, 1992). In summary, we hegin¢hthat:

H3. Entrepreneurs with a more solid academic education are more succesgfiity fund raising.

H4. Entrepreneurs with business education are more successful infagditgising.

3. Data and methodology

Base on the proposed issue we used a data set composed of 42 Vietnamesée new ventures that was
announced in Daily Street Asia online magazine. In addition, drawingathple from this source provides several
advantages, i.e.: identify teams engaged in the early stages of the entmigdrenecess;scout firms and founder’s
characteristics and perform longitudinal studies, monitoring the phemonien. specific area or region.

Data, that are crossection, gathered contain information about the newesentich as the year of incorporation
and place of establishment, sector, number of founders, business taesai available market data, company
investment profile (capital raised and investors’ typology), financials. Moreover, demographic information on the
founders and management team have been collected, such as date amithptdceyender, education background, role
played in the new venture, prior working experience (detailed informatian the prior positions in
companies/universities/research centers) and prior entrepreneurial expereadeddnformation for each previous
startup the founders have been involved).

As a proxy for the individual specific variables of the investigated swrtup decided to focus on the Chief
Executive Officer (CEO), who is usually the founder of the newtwre and, in the early stages, the key figure and
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decision maker for the company (Papadakis and Barwise, 2002). Teeref® analyzed the CEOs of the above-
mentioned42 new ventures. The other people composing the founding team resieler@d as part of the company-
specific variables.

3.1.Dependent variable: capital raised

Equity capital acquisition is one of the most critical factors in the ¢grpath of a startup/new venture (Hustedde
and Pulver, 1992), in particular for the most innovative ones (Veliitand Gualandri, 2009) that operate in high-tech
industries (Colombo et al., 2010). Scholars argue that access to financial papitdés the necessary resources to
foster exploration, pursue new opportunities (March and Simor8; B&urgeois, 1981; Zahra, 1991; Stevenson and
Jarillo, 1990) and sustain the new venture over the long terpartitular, securing early-stage equity financing is a
key factor for the survival, growth and future performancthefnew venture (Cassar, 2004; Wetzel, 1986; Mason and
Harrison, 2000). Raising capital from outside investors representsarfudlidation for the new venture business plan
and, implicitly, determines a sort of acceptance of the new venture eypilrenment (Alsos et al., 2006). In this case
the data gathered amount of fund raising in the early stage afrgerdpital, that is combine of seed funding, first
round, second round and third round.

3.2.Control variables

We include some company-specific characteristics referring to the sitee @ompany and to the age of the
company. McMahon (2001) found that the size of the compamgasured in terms of headcourpositively impacts
its performance. Furthermore, the number of employees can be cedsidea proxy of the stage of development of the
company and the level of risk associated to the company (Lee and, Z{drg. In this respect, investors typically
prefer to invest in younger ventures. This specific issue creatbepreo researchers because they need to include in
their research samples.

The table 1 show the statics of the variables related to the sample we analysed.

Table 1: Descriptive statics of the sample

Variables Obs Type Mean Std. Dev. Min Max

Capital raised 42 Continuous 1.25e+07 2.86e+07 0 1.37e+08

CEO Age 42 Continuous 34.14286 5.532923 22 46

Firm Age 42 Continuous 4.095238 2.611509 1 11

No. of employees 42 Continuous 437.119 1457.695 5 9000
Frequency (%)

CEO gender 42 Dummy 83.3 Male

CEO academic education 42 Dummy 97.6 Uni degree

CEO MBA 42 Dummy 38.1 MBA

The CEOs are on average 34-year old (ranging from a minimum tof 22naximum of 46); 83 percent are male
and 17 percent female. 97.6 percent of the CEO have a universiged8§.1 percent also an MBA. As regards the
field of activity of the companies, Web and ICT represent the more prevaderst @fr business (85 percent). A minor
role is played by companies specialized in Financial Technologies (10 perceit)Biatkch/Agricultural Sciences (5
percent). Ventures capital is the common source of funding (57 pefoetite 42 new ventures, 17 percent companies
were also able to raise seed capital, wRlgercent were zero.

In our research, we decided to investigate the characteristics of both the GE@miaventures with the ability
of a start-up in fund raising (measured by the amount of fhitataaised since inceptionjVe adopted a Tobit model.
The variable is therefore zero for a part of the sample and is contipudistsbuted over positive values (Wooldridge,
2009). In fact, capital raised is zero for about 26 percent of our sambile, for the remaining 74 percent it assumes
values ranging between 5000 dollars and 137.000.000 sloNer performed a Tobit modelling using Stata, testing the
relationship between the amount of capital raised and the variables indicated in thbdable

Analyzing the correlation matrix, we did not find any significant correlatio®.#0) among the independent
variables, as shown by Talile

We developed Tobit model, analyzing the influence of education, age, gadd@rms’ size, firm’s age on the
ability to raise capital.

Furthermore, in Table 4 we developed a Probit model, to show the vaiighiescing the ability of the start-up
to raise capital.
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4. Discussion and implicaton

Our results show that the age of CEO positively affects the funthgagocess. We assume that more
experienced individuals are more successful in fund raising given teeienqe accrued during their working life and
the larger network of contacts they can leverage (Hustedde and PuB2r EE3ley and Roberts, 2012). This result is
confirmed by our model.

Table 2. Correlation Matrix

CEO Age CEO gender CEO CEO MBA Firm Age No. of
education Employees
CEO Age 1.0000
CEO Gender -0.0000 1.0000
CEO Education 0.2041 -0.0698 1.0000
CEO MBA 0.2217 0.0877 0.1225 1.0000
Firm Age 0.3839 -0.1073 0.1268 -0.2380 1.0000
No. of Employees 0.2339 -0.4029 0.0465 -0.0815 0.1068 1.0000

Table 3. Tobit Model

Capital raised Coef. Std. Err. t P>t [95% Conf. Interval]

Firm’s Age -1727770 2241689 -0.77 0.446 -6274125 2818585
No. of Employees 938.6078 3804.28 0.25 0.807 -6776.829 8654.045
CEO Age 3257766 1116789 2.92 0.006 992812.8 5522718
CEO Gender -2451901 1.60e+07 -0.15 0.879 -3.49e+07 3.00e+07
CEO Education -2.10e+07 3.14e+07 -0.67 0.509 -8.47e+07 4.28e+07
CEO MBA 1.48e+07 1.11e+07 1.33 0.191 -7678485 3.72e+07
_cons -8.18e+07 4.31e+07 -1.90 0.066 -1.69e+08 5528720
/sigma 2.97e+07 3988149 2.16e+07 3.78e+07

Table 4: Probit Model

Capital raised Coef.

Firm’ Age .0258583
No. of Employees .0002303
CEO Age -.0078367
CEO gender 1.446796
CEO Education 0 (omitted)
CEO MBA 1.524252
_cons -.8868154

The level of education can be considered a good proxy of ther&isidg process. Entrepreneurs with stronger
education background are better able to develop and communicate a busimeSpegifically, managerial and finance
competences are required ability to properly identify and explain the valpesition, strategy and business model of
the new venture as well as the target market and customers. Entreprenewas MBA also may benefit of higher
credibility potential investors.

Company-specific factors are also important to explain the ability of vemures to secure investments.
Dimensional factors- measured in terms of number of employeesan be considered a proxy of the stage of
development of the company (Lee and Zhang, 2011). Our data sthppdnesis that investors prefer to invest in more
structured companies rather than early-stage projects.

The Probit model provides further insights on the results by shawaighe CEO gender and the CEO MBA are
the only two significant variables. On the other hand, the CEO age seetosaffect the dependent variable.
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5. Conclusion and limitation

The Probit model provides further insights on the results by shaWwaighe CEO gender and the CEO MBA are
the only two significant variables. On the other hand, the CEO age seétsaffect the dependent variable.

Our analysis focusses the factors that influence the fundraising afilityovative new ventures/startups. The
literature review highlights a lack of empirical studies dealing with the abilitpesi ventures to raise capital
specifically in the early stage of development. The innovativenesisatudy lies in the choice of the sample, since it
is composed mainly by young and innovative startups. Our fisdéihgw a significant link between the amount of
capital raised and the age of entrepreneurs. Beside that, the higher the edueatiaghethis the amount of capital
raised by the startups by positive effect of MBA degree on abilitgiting fund. Consistently with previous studies
carried out on the topic (Colombo and Grilli, 2005; Hustegidd Pulver, 1992), we found that “MBA-like” and — in
general- post-graduate education on management/business topics facilitates the odibdlitirepreneurs to attract
outside investments. Our data do not seem to support the role playeadeynéx education. As regards firm-specific
characteristics, the model reveals a significant relation between the CEO gender abititytin fund raising.

In conclusion, the results of our empirical study provide fuiithgghts about the relationship between the human
capital and the amount of capital raised by the startups. Moreover, weepiasights about the valuation criteria seed
and venture capital investors as well as business angels adopt whiladyipg an investment in a startup company.

The focus on startups founded by Viethamese entrepreneurs (alttoonglosthem are incorporated abroad) may
impact on the generalization of the results. Therefore, a cross-cotuttyywéll represent the natural prosecution of our
research. An additional major limitation consists in the impossibility to test tregeneity of education inasmuch as
we do not have any strong and convincing instrumental variables thdemtdogeneity. This aspect need to be further
investigated.

Note

We define “start-ups” as new entrepreneurial initiatives focussed on innovation and growth. pféosed
definition is in line with the definition ofyoung and new technology basecbmpanies,” adoptedy the most widespread
literatureon entrepreneurship (see also Gilbetral., 2006; Onettiet al, 2012) and also with the one proposed by Ries
(2001): “A start-up is a human institution designéa deliver a new produadr service under conditionsf extreme
uncertainty.”
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ABSTRACT

This study investigates the impact of the timeliness of the financial statemd&ioafaib on stock returns for listedfirm
of different industries in Vietham from 2010 to 2016. Our figdi show that the timing of financial statem
publication does have impact on stock returns: the earlier the publicatior tetthr the stock returns; the later 1
announcement is, the worse the stock returns. Also, it is contenewbat when firms may try to publish the
statements early, there still remains negative influence of basl erewstock returns.

Keywords: stock returns, timeliness, financial statement, announcement

1. Introduction

Information published through financial statements costdétails used to evaluate investment opportunities in
stocks, and is shown to influence investor behavior (Mousa, 20hB)efore, firms do have campaign strategies that
aim to consolidate their image through financial statement publication (Bagb@#; ¥inh & Phuong, 2014; Nguyen,
2010. Ball and Brown (1968) show that there is a link between gidck volatility and information from accounting
reports since almost all the information on reports is utilized bystove FASB (1980) circulates the definition
regarding the reliability and relevancy of financial information. Accolgirtipe relevancy relies on the predictability,
feedback value and the timeliness of the reports. Indeed, othe gfrerequisites is to assure the timeliness of the
publication to maintain the reliability and the relevancy of the publisHedhiation.

The macro-stability and the effort from Securities State Commission harredplue growth of Viethamese stock
market. Firms in Vietnam have amassed greatest amount of equity eeerasid the market capitalization has reached
its most recent 6-year peak. Furthermore, Viethamese stock markettuiated as one of the fastestgrowing ones and
has the largest returns in Quarter 11/2016 in South East Asia.

Studies regarding stock market in Vietnam are numerous, yet until now theraedtabeen any empirical papers
on the impact of the timeliness of the financial statement publication ok tturns for all firms and for firms of
different industries in Vietham. We study the impact of the timedireéghe publication on stock return, then evaluate
the efficiency level of Viethamese stock market. This is the first study ferarging market using the approaches
from Bagnoli (2002) and Nguyen (2010) conducted for developedetsai®ur research is warranteed since Vietham is
an emerging market whose institutional level and financial developmenttasamilar to that of developed countries.
Therefore, the results obtained in a developing economy may not be thasamBagnoli (2002) for US and Nguyen
(2010) for the UK, US and France.

2. Related studies
2.1.Background theories
Information asymmetry theory: This friction stems from the situatiben one side of the transaction has more

information than the other side. Easley and Oh2@84 suggest that uninformed traders lose to informed counterparts,
so they require a risk premium to purchase/hold stocks with highads lef information asymmetry.

* Corresponding author. Tel.84942664879
E-mail address: ngocdiep1980.dhlh@gmail.com
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Efficient market theory:Perfect market is a market that achieves efficiency in distribution, operatidn
information flow. Among the three factors, information efficiency is tlmminating factor to ensure the market
efficiency in general. Market efficiency is evaluated into three levels: wealk;steong and strong. The level of market
efficiency is important as it determines how investors price the informatios flotlie market when purchasing stocks.

2.2.Empirical studies

Most extant studies show that there is connection between the timiagast publication and the good and bad
news delivered. Firms tend to publish good news faster than hesl (@hambers and Penman, 1984; Kross and
Schroeder, 1984). Moradi et al. (2013) show that there is positive reldfidmstween bad news and the number of
delays in publishing yearly reports for Iranian firms. On aver#igese studies show evidence supporting market
efficiency theory, while Begley and Fischer (1998), Bagnoli et al. (2&0&@Haw et al. (2006) do not.

However, Chen and Mohan (1994) and Skinner (1994) suggesirthatctin also report bad news early to avoid
litigation risk. Aubert (2009) also supports the same argument forcckristed, for there is a negative relationship
between bad news and the delay in publishing reports. Chen and Mohan (1994)’s survey shows that managers tend to
concern about the timing of publishing, while 50% of the managers thatdfirms do have a fixed schedule for
publishing reports. Chen and Mohan find that only firms that ch#rgechedule are those whose abnormal earnings
have impact on the timeliness of publication. Lower-than-expectadnga (bad news) are more likely to cause
changes in the publication timing than higher-than-expected earnirays rigavs).

3. Object and scope of research and methodology

The object of this study is the link between the timeliness ohdiah report publication, the news from the
financial reports and the stock returns of firms listed on both HOSEHaAM in Vietnam. The sample in this study
comprises firms listed in Viethamese stock markets from 2010 t6, 20 financial firms are excluded due to their
different operating nature. Besides, firms should have their reports pulpishiedically as required by Securities State
Commission and the exchanges (HOSE and HNX), so that the data are suffiaigailiye.

Variablesincluded in the paper are: ue (difference between the current year’s EPS and that of last year), and if ue
> 0 then it is good news (positive change in EPS) and if ue < 0 thereggdsded as bad news. Neg_ue is a dummy
variable that receives 1 if ue < 0, and 0 otherwise; Days-late and daysseatlye differencén days between the
publication date of the current year and last year, for late and earlyrenensuespectively. Negue_ue is the interaction
term between neg_ue and ue; late_negue is the interaction term betwedmnaty and neg_ue. Late_ue, early ue,
late_negue_ue and early negue_ue are the interaction terms formed byitipkication of late_dummy, ue, early
dummy and negative ue.

4. Findings
4.1.General statistics

Table 1. Statistics regarding the dates of financlaeport publications

No. of dates Late

+) Full sample 2011 2012 2013 2014 2015
Early (-) N % N % N % N % N % N %
<=-35 47 2.09 8 2.00 11 2.48 4 0.87 18 3.88 6 1.26

-29 -34 24 1.07 6 1.50 2 0.45 8 1.74 4 0.86 4 0.84
-22 -28 73 3.25 22 5.49 7 1.58 18 3.90 17 3.66 9 1.89
-5 -21 98 4.36 17 4.24 18 405 23 499 21 4.53 19 3.98

-14 23 1.02 8 2.00 3 0.68 4 0.87 6 1.29 2 0.42

-13 25 1.11 7 1.75 3 0.68 6 130 14 0.86 5 1.05

-12 29 1.29 8 2.00 7 1.58 8 1.74 4 0.86 2 0.42

-11 28 1.25 1 0.25 4 0.90 5 1.08 11 2.37 7 1.47

-10 50 2.23 12 2.99 7 1.58 12 2.60 8 1.72 11 231

-9 44 1.96 9 2.24 9 2.03 12 2.60 6 1.29 8 1.68

-8 55 2.45 6 1.50 11 2.48 17 3.69 13 2.80 8 1.68

-7 41 1.82 10 2.49 9 2.03 11 2.39 6 1.29 5 1.05

-6 60 2.67 15 3.74 7 1.58 14 3.04 11 2.37 13  2.73

-5 71 3.16 11 2.74 12 2.70 19 412 16 3.45 13  2.73
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-4 65 2.89 7 1.75 14 3.15 15 325 16 3.45 13 2.73
-3 68 3.03 11 2.74 9 2.03 16 347 20 4.31 12 2.52
-2 85 3.78 9 2.24 18 4.05 17 3.69 16 3.45 25 524
-1 119 5.30 20 4.99 20 4.50 20 434 30 6.47 29 6.08

0 161 7.17 31 7.73 28 6.31 31 6.72 35 7.54 36 7.55

1 116 5.16 22 5.49 17 3.83 26 564 22 4.74 29 6.08

2 87 3.87 13 3.24 10 2.25 24 521 20 431 20 4.19

3 78 3.47 9 2.24 10 2.25 15 325 25 5.39 19 3.98

4 66 2.94 15 3.74 13 2.93 13 2.82 9 1.94 16 3.35

5 65 2.89 9 2.24 17 3.83 11 239 10 2.16 18  3.77

6 70 3.12 7 1.75 17 3.83 16 347 14 3.02 16 3.35

7 45 2.00 5 1.25 6 1.35 15 325 12 2.59 7 1.47

8 46 2.05 11 2.74 7 1.58 7 152 10 2.16 11 231

9 48 2.14 6 1.50 8 1.80 7 1.52 7 1.51 20 4.19
10 59 2.63 10 2.49 14 3.15 8 1.74 13 2.80 14 294
11 25 1.11 3 0.75 5 1.13 6 1.30 3 0.65 8 1.68
12 32 1.42 4 1.00 8 1.80 4 0.87 7 151 9 1.89
13 33 1.47 10 2.49 7 1.58 3 0.65 2 0.43 11 231
14 24 1.07 6 1.50 5 1.13 1 0.22 5 1.08 7 1.47
15 21 122 5.43 17 4.24 38 8.56 18 390 28 6.03 21 440
22 28 63 2.80 20 4.99 27 6.08 7 1.52 2 0.43 7 1.47
29 34 38 1.69 3 0.75 15 3.38 10 217 6 1.29 4 0.84
>=35 64 2.85 13 3.24 21 4.73 10 2.17 7 151 13 2.73
Sum 2247 100 401 100 444 100 461 100 464 100 477 100

(Source: author’s calculation)

From 1/2010 to 6/2016, we collected in total 2,730 observations regahdimgublication dates. The dates are
then categorised into late, early and on-time announcements, baseddaes of publication in year t and yearit If
in year t firms publish reports on a date that is later than that int yedy we recognize it as late announcement, and
early if vice versa. If it reports on the same date, then we deem ittameannouncement (Bagnoli, 2002).

Table 1 shows that there are 1,005 observations with early publications6anon-time ones, accounting for
44.73% and 7.17% of the total sample, respectively. The number olhai@uncement observations is 1,081,
accounting for 48.11% of the total sample. This suggests that the nuofidats and early announcements are quite
similar.

==

15 to 21 |
Wio 3 oo—
1

N0l D

Fig.1l. Year-on-year differences in days of firms publishing finawrial statements from 1/2010 to 6/2016

(Source: author’s calculation)
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This result is consistent with Champers and Penman (1984) foirtd$ (the publication window is within 14
days). Haw (2006) shows that for Chinese listed firms, manégmuigo have their financial reports circulated within [-
90,9] days compared to the date of publication the year before. For Vietnfimesethe findings show that the
number of days later than the publication date of previous year teimdsdase. This could be that since Vietham is an
emerging market, the regulations on financial statement publication aredsielpped. Indeed, in our study period,
there have been 3 circulars issued, causing much problem for accaiatiras well as firm management in financial
statement preparation. The next reason could be the incompetent accountiagdstafinagement team who do not
possess thorough experience in composing financial reportdetiding to delays. Whittred (1980) and Keller (1986)
show that accounting employees are plagued with difficulties in finalirmagdial statements and/or being required to
redo the statements, causing further delay.

4.2.The link between bad and good news and the timingf dinancial statement publication.

In order to evaluate the impact of the timing of the publication of finastziééments on CAAR, this study at®p
the approach from Bagnoli (2002) to conduct several regressionthdototal sample and different industries.
Specifically, this paper analyzes the above relationship for groups dibieetl on whether firms published their
financial reports late, early or on time compared to the date of previouggepmoli, 2002).

4.2.1.Regression results on the impact of publicatioredat CAAR for firms that publish financial staten®tate

Table 2 shows that for late announcers, the news does have impaétAdh & 5% level and the impact is
positive (ue=0.0972). Meanwhile bad news has negative influence on GAARG level (neg_ue = -0.0944).
Specifically, the later the firms publish, the harsher the market respongsslétia is -0.1816). Moreover, firms that
publish late and have bad news at the same time receive even worse réspidh&eis insignificant.

| use the same approach for industries to remove the industiot effien examining the same relationship. The
results show that for industries like Basic Materials, Healthcare, Industriatsttzerd the sign of the late announcement
is also negative and significant. However, for industries like Oil and Gagftiacs does not have significant impact on
CAAR. In summary, for firms that publish late, the later the announcementitzesevere the market responses, even
with or without industry effect.

Table 2. The link between good news, bad news antkt publication date of firms that publish late

Days ne late late
CAAR ue _late 9 late_ue negue_ue _negue _cons
_ue _hegue e
Coef.  0.09724 -0.1816 -0.0944 0.0000 5.21E06 -0.0139 -0.00001 0.2836
t 2.05 -4.29 -2.48 1.39 0.46 -0.23 -0.65 5.59
P>[t| 0.041 0.000 0.013 0.166 0.645 0.819 0.514 0.000
Full sample Obs 1081
R? 0.1337

P>F 0.000
Coef. -0.0192 -0.4153 -0.0562 0.00002 -1.45E05 0.14316 0.00001 0.4155

t -0.1 -2.83 -0.37 0.51 -0.23 0.64 0.13 2.1
. . P>[t| 0.918 0.005 0.71 0.613 0.822 0.524 0.897 0.037
Basic Materials
Obs 131
R? 0.1777

P>F 0.0225
Coef. 0.0939 -0.154 -1.231 -1.139 5.21E06 -0.0409 7.4E06 1.4240

t 1.98 -4.04 -1.93 -1.79 0.46 -0.7 0.38 2.23

P>[t| 0.048 0.000 0.053 0.074 0.645 0.482 0.704 0.026
Consumer Goods

Obs 153

R? 0.13#43

P>F 0.000
Coef.  0.10522 -0.5357 -0.4598 0.00001 2.01E06 0.3512 -0.51560 0.6383

t 2.26 -9.77 -8.69 1.31 0.2 4.97 -9.59 10.31
. P>[t| 0.024 0.000 0.000 0.19 0.841 0.000 0.000 0.000
Consumer Service:
Obs 72
R? 0.1712

P>F 0.000

Coef.  0.08642 -0.2133 -0.1771 0.00005 6.17E06 0.05118 -0.00004 0.3447
Health Care t 1.22 -3.21 -2.82 1.64 0.19 0.52 -0.86 4.57

P>|t| 0.223 0.001 0.005 0.100 0.852  0.605 0.392 0.000
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Obs 32

R? 0.1394

P>F 0.00

Coef. 0.19364 -0.3063 -0.1427 0.00012 -0.00011 0.05682 -0.00002 0.2120

t 1.26 -1.95 -0.93 1.11 -0.82 0.26 -0.14 1.24
| . P>[t| 0.209 0.054 0.354 0.269 0.412 0.796 0.888 0.217
ndustrials

Obs 595

R? 0.1089

P>F 0.0402

Coef. 0.01948 0.1225 -0.2504 -0.0001 -0.00009 0.43340 0.00045 0.31134

t 0.06 0.39 -0.96 -0.44 -0.91 0.96 1.46 0.99
. P>|t| 0.952 0.698 0.341 0.662 0.366 0.344 0.15 0.33
Oil & Gas Obs 3

R? 0.0965

P>F 0.6951

Coef. 0.06378 0.0291 0.1246 -0.0008 -0.00014 -0.0826 0.00127 0.1147

t 0.25 0.07 0.3 -0.45 -0.45 -0.14 0.63 0.42
T P>[t| 0.808 0.943 0.762 0.655 0.655 0.892 0.531 0.678
echnology Obs o8

R? 0.1308

P>F 0.6127

Coef. 0.09547 -0.1743 -0.0993 0.00001 3.88E06 -0.0095 -2.32E06 0.28694

t 2.01 -4.28 -2.58 1.13 0.29 -0.16 -0.22 5.57

P>|t| 0.044 0.000 0.01 0.257 0.770 0.876 0.830 0.000
Others

Obs 47

R? 0.1336

P>F 0.000

(Source: author’s calculation)

4.2.2. Regression results on the date of publicatiod CAAR for firms that publish financial
statements early

Table 3 shows that for early-announcing firms, the sign of the impact of the news is positive
(ue=0.1141) but the news itself does manifest its importance. Negative news imposes negative
impact on stock returns (-0.1528), and for early-announcing firms negue_ue is significantly
negative (-0.1381), suggesting that bad news does have destructive influence on the returns.

Similar to the above section, | also analyze the same link with industry effect removed (by
running the same regression for separate industries). Table 1 maintains that the sooner firms
announce their statements, the more positive response awarded, at least for industries such as Basic
Materials (ue = 0.2327), Consumer Services (ue = 0.1142), Healthcare (ue = 0.1194). Besides,
consistent with the findings for the total sample, bad news renders firms subject to punishment from
the market for almost all industries (coefficients of neg_ue and negue_ue are negative and
significant for most industries, except for Oil and Gas and Others).

Table 3.The link between good news, bad news andetfpublication date of firms that publish early

early
CAAR e early neg early negue early _negue _cons
_dum _ue _ue _ue _hegue e
Coef. 0.1141  0.00001 -0.1528 -6.1E06 -0.1381 -0.07485 -5.2E07 0.2588
t 2.39 0.89 -3.98 -0.49 -3.37 1.23 -0.02 5.15
P>[t| 0.017 0.374 0.00 0.627 0.001 0.218 0.982 0.000
Full sample
Obs 571
R? 0.1203
P>F 0.00
Basic Coef. 0.2327 0.00004 -0.0040 -4.5E06 -0.2162 -0.11244 -5.3E05 0.0365
Materials ¢ 1.82 1.16 -0.04 -0.1 -1.84 -0.64 -0.61  0.26
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Consumer
Goods

Consumer
Services

Health Care

Industrials

Oil & Gas

Technology

Other

P>[t|
Obs
R2
P>F
Coef.

P>[t|
Obs
R2
P>F
Coef.

P>|t|
Obs
RZ
P>F
Coef.

P>|t|
Obs
RZ
P>F
Coef.

P>[t|
Obs
RZ
P>F
Coef.

P>[t|
Obs
RZ
P>F
Coef.

P>|t|
Obs
RZ
P>F
Coef.

P>|t|
Obs
RZ
P>F

0.07
91
0.1569
0.0315
0.0871
1.22
0.222
137
0.1294
0.00
0.1142
2.39
0.017
71
0.1206
0.00
0.1135
2.38
0.018
39
12.16

0.00
0.1155
241
0.016
571
12.10
0.00
0.1623
0.97
0.334
24
12.03
0.00
0.1194
2.6
0.009
29
0.1983
0.00
-0.0394
-0.12
0.902
43
21.11
0.0505
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0.247 0.97 0.924 0.067 0.52

0.00001 -0.1971 -1.1E05 -0.1253  0.02524
0.71 -3.29 -0.35 -1.91 0.25
0.479 0.001 0.727 0.056 0.801

0.00001 -0.1545 -6.2E06 -1.39E0O1 0.07576
1.14 -4.21 -0.59 -3.44 1.27
0.256 0.00 0.558 0.001 0.205

0.00001 -1.2982 -6.3E06 -1.36E01 0.07340
1.17 -2.02 -0.6 -3.37 1.23
0.241 0.043 0.551 0.001 0.219

0.000004 -0.1348 -1.4E06 -0.1303  0.05709
0.33 -3.43 -0.13 -3.19 0.93
0.742 0.001 0.898 0.001 0.352

0.00007 -0.0413 0.000129 -0.2828  0.01803
0.68 -0.27 0.94 -1.55 0.06
0.5 0.79 0.352 0.125 0.951

0.000005 -0.1358 -2.2E06 -0.5206  0.05814
0.53 -3.86 -0.22 -10.98 1.01
0.596 0.00 0.828 0.00 0.31

0.00027 0.28563 -0.00022 -2.21EO01 -0.62653
2.18 1.16 -1.16 -0.64 -1.42
0.035 0.252 0.252 0.524 0.162

0.543

-2.3E06
-0.04
0.967

0.02357
0.87
0.382

-1.14682
-1.79
0.074

1.71E05
1.29
0.196

-0.0006
-2.24
0.028

-0.5281
-14
0.00

-1,83E04
-0.72
0.475

0.798

0.3322
4.36
0.000

0.2474
4.77
0.00

1.4044
2.19
0.029

0.2449
4.77

0.1988
1.13
0.263

0.6323
11.47
0.00

0.5051
1.64
0.109

(Source: author’s calculation)
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4.2.2.Regression results for the link between publicatiarte and CAAR for firms publishing financial staients on
the same date between the current and previous year

For firms that have their statements published on time (or on theedaten between the current and previous years
as defined by Bagnoli (2002)), | find that the observations are quite limitesims of quantity: Basic materials (16
observations), Consumer Services (14 observations), Healthcare (4), @aan@), Technology (3) and Other (4).
Therefore, this section only investigates the relationship for the totplesamd for Consumer Goods (31 observations)
and Industrials (83 observations).

The results from table 4 show that for the total sample, change in gshms positive relation with the stock
return (ue = 0.1197 and is significant at 1% level). For firms lthat bad news, the impact on CAAR is negative
(neg_ue = -0.13597 and negue_ue = -0.10706). Therefore, thelks sbew that even though firms try to publish
early, bad news contained in the statements still solicits negative feddiradgke market.

With regards to industries, Consumer Goods firms show that changmingsaand bad news do have impat on
CAAR significantly. Positive change in earnings is positively associaltd@AAR, and negative news has negative
impact on CAAR (neg_ue = -0.1128 and significant at 1% level and negu8.Q&59). For Industrials firms, neg_ue
=-0.2161 and negue_ue = -0.00019 and both are significant at 1%, agimiognthat even if firms may strive to
deliver their statements on time, bad news still imposes negative ingpastisck returns.

Table 4. Link between publication date and CAAR, fofirms publishing reports on time

CAAR ue neg_ue negue_ue _cons

Coef. 0.11970 -0.13597 -0.10706 0.24073

t 2.53 -5.11 -3.91 4.99
Total sample P>|t| 0.011 0.00 0.00 0.00

obs 161

R-squared 0.1197

Prob > F 0.00

Coef. 0.11425 -0.11288 -0.05599 0.20357

t 241 -3.7 -1.42 4.27

P>t 0.016 0.00 0.157 0.00
Comsumer Goods R-squared 0.1142

obs 31

Prob > F 0.00

Prob > F 0.00

Coef. 0.21850 -0.21618 -0.00019 0.13713

t 1.43 -2.11 -2.23 0.87
| . P>|t| 0.154 0.036 0.028 0,385

ndustrials

obs 83

R-squared 0.164

Prob > F 0.0357

(Sowce: author’s calculation)

In summary, this section provides consistent evidence showing thatfdhmation contained on the statements
does have influence on stock returns for all three samples: early, thtsmaime announcers. Interestingly, for early
firms the more early they are, the higher stock return andt®counterparts the later the more negative stock returns.

5. Conclusion

This study investigates the impact of the timeliness of the financial statpoidigation on stock returns for all
firms and for firms of different industries in Vietnam from 2Q@®016. Our findings show that the timing of financial
statement publication does have impact on the stock returns: the earlier ltbatipub the better the stock returns; and
the later the announcement, the worse the stock returns. Also, it isitcthiateeven the firms may try to publish their
statements early, the negative influence of bad news on stoaksreensists.

This paper brings new evidence in Vietnamese context that the timirtheaedntent of the financial statements
pose influence on stock returns. One critical implication from this sgithat if firms wish to receive positive market
response, accounting staff and management play an important relestdth need to be well-trained on financial
statement preparation and management team need to facilitate the procesdsngf statements in order for these
reports to be issued as early as possible. Certainly, the early publishtoid not compromise the quality of
statements as sources of information about firms’ prospects and current well-being. Besides, the regulatory bodies
should not introduce many changes in the requirements for finataialnent preparation if unneccessary, since it
requires time for the staff and management to be well-acquainted withvitregigation.
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Students from Three Campuses to Start Their Own Business

Tran Minh Thu MA

Foreign Trade University, 91 Chua Lang, Dong Da, HaHa Ngi

ABSTRACT

The research was conducted to identify the factors influencing the ability to stemtv ebusiness of Busineg
Administration students. The results of the study were based unvey of 132 students from June 2017 to Septen
2017. Methods used in the study included Cronbach's Alpha, &kAmulti regression linear. The results show 1
there are four main factors influencing the ability to start a new busifiess students: attitudes and passion, sta
up readiness, impact of relatives and knowledge from the school.

Keywords: Entrepreneur, business start-up, business administration, studiexitjn Trade University

1. Introduction

Vietnam is a country with a fast-growing economy and a large populaspecially the working-age population,
which accounts for a high percentage. This is a good environmemeworenterprises. Foreign Trade University
students in general and especially students in the business admimidaeatily are the ones with the greatest potential
for start-up. They have youth, intellect, enthusiasm as well as in-deptfledge. However, in practice, the number of
students after graduation who want to start their own business isellatimall, whereas there is a large humber of
students who apply for jobs to be the employees of a specificasgmphe research question of this study is: Which
factors affect the ability to start a new business of Foreign Trade Unyvestsidents? ldentify these factors to
encourage start-up business of Foreign Trade students. There areeseargh gaps in Viethamese entrepreneurship
field. Major researches usually focus on entrepreneur such as their splearficteristic i.e. Youth, gender. There is
not much studies on entrepreneurship of students while the studentiseaones who are best equipped with the
knowledge and enthusiasm conditions to start a business. In addigon,hve been quite a few debates about the
impact of school knowledge and practical experience on students' abilgtartoa business. This research was
conducted to identify which factors influence, which do not, quangfgimd verifying these impacts on students' ability
to start their own business. With the objective of identifying the faciffecting the start-up potential of business
administration faculty students from Foreign Trade University, theoesitlised the quantitative method to analyse the
survey results, which evaluate approximately 132 students’ answers from June 2017 to September 2017 to accomplish
the goal of this study. Therefore, this study has both practical ancktical implications.

2. Research Methodology
2.1.Study design

Previous researches in the world have shown that environmental factonsli@ittlal characteristics have a great
impact on students' potential for starting-up. According to Sex2601) and Smith (2000), qualities, attitudes and
entrepreneurial spirit are the main factors that influence the ability to startessfutdusiness. In addition, financial
resources play an important role in increasing the rate of starRapgrifigs 1982). Only a few students after graduation
have sufficient fund to start a business, while most are short of capit@hghdifficulty raising external fund when
starting a business. Studies by Zahariah Mohd Zain (2010), W&y (2011kxplores the entrepreneurs’ potential
of Malaysian, Pakistani, Chinese and American students, pointing tty faaditions, characteristic traits, educational
background, desire, willingness to do business, experience directitiap students' starting-up intentions in these
countries. A set of studies focused on students from wide range afsnadjKolvereid (1999), Peterman and Kennedy
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(2003), Autio (2001) show that students from Entrepreneurshjpr has more desire and self-esteem to start their own
business than other business group students @idiyu Thiy, 2013. The practical experience also plays an important
role, relatively large impact on the potential of starting a new business efutients. Previously, large-scale research
by Kim and Hunter (1993) confirmed that university education haeffent on the possibility of students who want to
start their own business. More than 50% of people have a positive attitudeygaa do business and 30% of which
actually start their own business. In addition, studies by Perera ®H)2Francisco Linan (2011) conclude that social,
psychological factors, political and legal factors are major factor that affecability to start a new business of
students in Sri Lanka and Spain. After conducting the study of domestioieign studies, the model proposed in the
study of factors affecting the potential of starting up business ofttitergs. The facilities of FTU include the
following factors:

. The attitude toward entrepreneurship

. Impact of relatives

. Knowledge from the school

. Practical experience from life

. Passion to do business

. Starting up readiness

. Source of capital

NOoO O~ WNPE

Source of capital

The attitude towar Practical experience
entrepreneurship from life
Impact of relatives; _ ' .
potential business
Knowledge from the Starting up
school readiness

Fig.1. Recommended research model

With these seven factors, the author proposes 25 variable observatittnsa vb-point Linkert scale:

Scale Score
Level 1: Absolutely not agree 1
Level 2: Disagree 2
Level 3: Neutral 3
Level 4: Agree 4
Level 5: Absolutely agree 5
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Table 1: Scale of factors influencing the potentiabf starting a new business of students from busiss faculties
of Foreign Trade University

Factors Symbol Observation variable
. TC1 I will start doing business after graduation
The attitude toward . - - - . - -
entrepreneurship TC TC2 I W!|| start domg.busm.ess if there is enough capital anq opportunity
TC3 I will start a business if | do not get a job after graduation
NT1 Friends support my decision of starting a business
Impact of relatives NT NT2 Family support my decision of starting a business

NT3 Family tradition and value affect my decision of starting a businesg

KT1 Study at the school provides practical knowledge and practical skil
KT KT2 The school organizes orientation activities toward entrepreneurshi
KT3 You has attended a seminar about entrepreneur before

Knowledge from the
school

KN1 Experience of being an employees

Practical experienc

from life KN KN2 Experience of being a manager
KN3 Experience of doing business
DM1 I like doing business
. . DM2 I do not like to work for a salary
Passion to do busines DM DM3 The goal is to become a business owner
DM4 I have many plans on starting a business

SS1 Sufficient understanding of the potential market to start a business
SS2 Skills and knowledge to start a business start

SS3 Not afraid of taking risk in business

SS4 | There are many relationships helped starting a business

Stating up readiness SS

NV1 Can raise capital from family, friends

Source of capital NV NV2 Saving to create capital
NV3 Can raise capital from other sources (banks, credit)

Factors Symbol Observation variable

. TC1 I will start doing business after graduation

The attitude towarg - - - - - - -

entrepreneurship TC TC2 I W!|| start domg_busm_ess if there is eljough capital an(_j opportunit
TC3 I will start a business if | do not get a job after graduation
NT1 Friends support my decision of starting a business

Impact of relatives NT NT2 Family support my decision of starting a business

NT3 Family tradition and value affect my decision of starting a busines

KT1 Study at the school provides practical knowledge and practical ski
KT KT2 The school organizes orientation activities toward entrepreneursh
KT3 You has attended a seminar about entrepreneur before

Knowledge from the
school

Practical experienc KN1 Experience of being an employees

from life KN KN2 Experience of being a manager
KN3 Experience of doing business
DM1 | like doing business
. . DM2 | do not like to work for a salary
Passion to do busines DM DM3 The goal is to become a business owner
DM4 | have many plans on starting a business

SS1 Sufficient understanding of the potential market to start a businesy
SS2 Skills and knowledge to start a business start

SS3 Not afraid of taking risk in business

SS4 There are many relationships helped starting a business

Starting up readiness SS

NV1 Can raise capital from family, friends
Source of capital NV NV2 Saving to create capital
NV3 Can raise capital from other sources (banks, credit)

The model has a scale of seven independent factors (23 variables gbserved
Potential entrepreneur = f (TC, NT, KT, KM, DM, SS, NV)

2.2. Analytical methods
To determine the factors affecting the potential of starting a new busih@&ssiness Administration students
from Foreign Trade University, the author carried out the proddbisaesearch in the following order. Step 1: Verify

scale quality using Cronbach's Alpha method. Step 2: Use the Explofdotyr Analysis (EFA) model: factor
determination. Step 3: Using the Multiple Regression Analysis model: Identifyingdterd affecting the potential of
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starting a new business of Business Administration students endl¢hof each factor.
2.3.Method of data collection

Specify Sample Size

According to Hair (2006), the sample size of the exploratory factoysiaahodel was determined on the basis of
two conditions: Minimum (1) and number of variables included in the aralfthe model (2). Whereas:

(1) Minimum (Min) = 50

(2) The number of factors taken into the analysis of the modehelfmodel has m scale,iMNumber of

m
observations of i scale. We have= z m,
i=1
The ratio of sample size to analytical variable k is 5 / 1. If n <minirfawal, sample size is set to minimum.
Thus, applying the two conditions above, we have the sample siteeforodel is 115. In fact, the author has surveyed
132 students in the business administration faculty. Thus, data colleatioensure good performance of the research
model.

3. Result of the research
3.1.Test the reliability of the scale

In order to determine the factors that impact to the entrepreneurgbigtipbof business administration students
in the Foreign Trade University and the impact of each factor, theraugks SPSS 22 software to perform the analysis
according to the theoretical which shown in part 2. Scales that are well acaagtedcepted result must meet two
conditions

* Cronbach's Alpha coefficient of overall> 0.6

* Total variable correlation coefficient> 0.3

The results are shown in Table 2. The Cronbach's Alpha value is l8B&. process of the four variables TD1,
NT3, KT3, DM2 were eliminated due to a total variable coefficient of less tl3ar80.the other 19 variables will be
used for the next step - exploratory factor analysis.

Table 2: Results of testing scale

The correlation Cronbach’s
Symbol Scale coefficient of total | Alpha if item
variation deleted
D2 I wi!l start doing business if there is enough capital 0.432 0.841
opportunity
TD3 I will start a business if | do not get a job after graduati 0.498 0.838
NT1 Friends support my decision of starting a business 0.380 0.843
NT2 Family support my decision of starting a business 0.376 0.846
KT1 .Study. at the school provides practical knowledge 0.342 0.842
practical skills
KT2 The schqol organizes orientation activities tow. 0.356 0.839
entrepreneurship
KN1 Experience of being an employees 0.375 0.844
KN2 Experience of being a manager 0.377 0.839
KN3 Experience of doing business 0.370 0.846
DM1 | like doing business 0.518 0.836
DM3 The goal is to become a business owner 0.520 0.832
DM4 | have many plans on starting a business 0.588 0.821
ss1 . Sufficient understanding of the potential market to stg 0.491 0.838
business
SS2 Skills and knowledge to start a business start 0.579 0.834
SS3 Not afraid of taking risk in business 0.493 0.837
SS4 There are many relationships helped starting a busineg 0.482 0.832
NV1 Can raise capital from family, friends 0.485 0.784
NV2 Saving to create capital 0.421 0.792
NV3 Can raise capital from other sources (banks, credit) 0.391 0.802
Cronbach’s Alpha = 0.836
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3.2.Exploratory Factor Analysis

According to Hair (206) in exploratory factor analysis, the KMO (Kaiser - Meyer - Olkin) coefficraust be in

the range of 0.5 <= KMO <=1 to show that factor analysis is apptepr

Table 3: Results of Exploratory Factor Analysis

Symbol

Component

F1 F2 F3 F4

F5

F6

TD2

0.743

TD3

0.725

NT1

0.781

NT2

0.843

KT1

0.815

KT2

0.818

KN1

0.831

KN2

0.827

KN3

0.809

M1

0.713

DM3

0.724

DM4

0.693

SS1

0.634

SS2

0.732

SS3

0.649

SS4

NV1

0.811

NV2

0.705

NV3

0.732

As can be seen, the test values are in the range of 0.5 to 1. Barlettea9 esSly value of 0.000 <0.005. In
conclusion, the observation variables are correlated. Total variance indexX92%%,50% satisfactory and indicates a

65,192% change in factors explained by observation variables.

Through the results of analysis of the six newly formed elemertsan see:
F1: Include variables of “attitude towardntrepreneurship”

F2: Include variables of “Impact of relatives”

F3: Include variables of “Knowledge from the school”

F4: Include variables of “Practical experience from life”

F5: Include variables of “Starting up readiness”

F6: Include variables d6fSource of capital”

From this, the study provides a modified study model with F1 to Férfacto
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The attitude towarc
entrepreneurship Practical experience
and Passion to do from life
business
_ Entrepreneurs’ .
Impact of relatives , Source of capital
potential
Knowledge from the Starting up
school readiness
Fig.2. Adjustment research model
3.3.Multiple linear regressions
Table 4: Results of Multiple linear regressions

Criteria Component Coefficient (B) Coefficient Beta
Constant 0.043
Attitude toward entrepreneurship F1 0.657 0.547
Influence of relatives F2 0.126 0.112
Knowledge from the school F3 0.116 0.109
Practical experience F4 0.026 0.028
Starting up readiness F5 0.143 0.114
Source of capital F6 0.011 0.012

Based on the results of the estimation of the factorial effect of each,fastocan see that there are four
statistically significant (> 5% significance level) and all four of these variablespesiively correlated with
entrepreneurship potential of business administration student, specifattitlyde toward entrepreneurship, Impact of
relatives, Knowledge from the school, starting up readiness. In whicldattdward entrepreneurship have the greatest
impact.

4. Conclusion

Through the Cronbach's Alpha test, Exploratory Factor Analysis and Multiigar regressions, the research
identified factors that affect students’ entrepreneurship potential at the faculties of Foreign Trade University. There are
four main factors, which are: attitude toward entrepreneurship, impestatifes, Knowledge from the school, starting
up readiness. In particular, the attitude toward entrepreneurship has the grgzestFrom this result, the study had
proposed some suggestions to improve the entrepreneurship potestiiglesfts of business administration faculty:

o Create more playgrounds, promote the development intention to startipgof business administration
students, stimulate creativity, create business stgrtip motivation for students.
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o The family and society should encourage student when they watatrtaus a business. Entrepreneurship is

not an easy job therefore; all the encouragement and help are all the neelpstmyfuture entrepreneurs.

o Knowledge in the school must be updated regularly, closer to realityder o better equip students in

business start up.

e Every business administration student must self-training, andbaustlling to take part in entrepreneurship

and accept the risks of starting up.
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ABSTRACT

National climate measure or Border Carbon Adjustment is one dfetttesolutions to combat carbon leakage, and
issue of climate change since international cooperation has not reached arpasigmbvement in decades. Howev
the adoption of such measures can be faced with legal uncertainties undesgathframework of the World Trad
Organization (WTQO) with its principles of trade liberalizations. Particularly, Bo@@bon Adjustment might violat
the market access, non-discrimination principles, disciplines of techngadhtiens and the regulations on subsidi
This paper focuses on the legal hurdles of the issue and discusses ke ppssiliach to enhance the capacities of
domestic industries itself to offset the disadvantages of competitiveness espdthatiyhe fourth industrial evolution
rather than strict measures imposing on imports that may violate the inteahatiae law.

Keywords: the fourth industrial evolution, climate change, border carbonst@nt, carbon leakage, WTO la
non-discrimination, general exceptions, technical regulations, subsidies tidanusstries

1. Climate change mitigation and carbon leakage

According to Intergovernmental Panel on Climate Change (IPCC), gresmhgas (GHG) emissions from
20006-2010 were even larger than in the previous three decades. As a tbsultgerage global temperature rose by
0.85°C from 18802012 and the global sea level also rose by 19 cm (PWDY. The impact of climate changes are
not only limited to extreme weather events (e.g. floods, drougtipbns, etc.) but also affects to agricultural trade
sectors, foods security, diseases, and extinctions of plants andlgnifiherefore, it undoubtedly needs to have
significant contributions from lawmakers, policies and international organizaifowe wish to avoid irreversible
damage with catastrophic consequences.

The connection between the international trade and the climate changendearble and very complex issue.
Every business activity conducts an environmental consequence, and thevedltegtict of those activities affects the
climate of the whole planet. Especialfifere are much of the world’s energy needs are likely mainly depend on fossil
fuels, together with an increase in global population, will lead to a highel of GHG emissions. In another hand, free

* Corresponding author. Tel.: +84 909 473 184
E-mail address: phucdg@uel.edu.vn

2 IPCC, “Fifth Assessment Report - Climate Change 2013: The Physical Science Basis,” 5-6, accessed February 8,
2017 https://www.ipcc.ch/report/ar5/wgl/.
3 Margareta Timbur, “International Trade Development - Risks for the Environment?,” Economy

Transdisciplinarity Cognition; Bacali3, no. 2 (2010):-82.
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trade can take part in the clim change mitigation’s process by encouraging the development of climate-friendly
technologies and the efficiency of resource*ustoreover, the well-known environmental Kuznets clr{¢§igure 1.1
has shown that the environmental degradation worsens as per capita GDP inorglaties curve reaches a turning
point, after which the environment improves shall occur.

Source http://alturi.com/kexsi

Figure 1.1 The environmental Kuznets curve
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Since the relationship between climate change and trade becomes obvious emahtry can take effective
action to control such issue alone, there is a demand for international gelledtion. States and regulators working in
disciplines that have long been free-standing now have to engagédevitbalities of cross-regime coherence that can
only be realized through collaborative acfion

As part of multilateral efforts to combat climate change, countries dure&ib and Kyoto UN Conferences on
Environment & Development agreed to set pollution control targetsdeeloped countries while still leaving the
developing countries with easier conditions for compliance. This is a effeat by the international community to
limit the negative impact of pollution. However, the pollution targetshferproduction of particular goods and services
of a particular country is not specified. Even within th& &anual Conference of Parties (COP21, also known as 2015
Paris Climate Conference), the commitments of countries are still foumdadvoluntary basis without any legally
binding cap$ In addition, the levels of reduction between developed and developimiries varies considerably.
These arrangements have led to unequal competition conditions betweeric@mésforeign producers. While
countries with strict emissions reduction targets may be well intentionedgeitésaily the case that domestic produces
bear a significant portion of the emissions reduction costs. Thaualnapplication of such policies between nations
consequently incentivize companies to relocate their carbon-intensive prodiactionntries with no carbon or lax
constraint regime to balance the competition condition. As a result, a strict climate paity country may, in fact,
lead to an increase of GHG emissions in countries low or no carbon emissistrictions The result of such
inconsistent application of emissions reduction policies may result in the diggihst climate change being
meaningless. This phenomenon has been called as 'carbon Bakage'

This issue can be overcome by also putting the price on emissiamzighf products through border adjustment
measures. The measures could balance the playing field between domefstieigndoroducts in this context and help
domestic industries be less hesitant to take part in national emissions redabomes. The foreign producers could
also be encouraged to reduce the carbon footprint of their productsviartlixes and lax regulations from importing

4 Ibid.

5 Rachel S. Franklin and Matthias Ruth, “Growing up and Cleaning up: The Environmental Kuznets Curve Redux,”
Applied Geography Environmental Kuznets Curves and Environment-Development Researchp.32, (January
2012): 29-39.

6 “Trade and Climate Change,” in World Development Report 201® vols., World Development Report (The
World Bank, 2009), 25355; Nicholas Herbert Stern and Great Britain Treasting Economics of Climate Change:
The Stern ReviefCambridge University Press, 2007).

7 Sushanta Kumar Mahapatra and Keshab Chandra Ratha, “Paris Climate Accord: Miles to Go,” J. Int. Dev.29, no.

1 (January 1, 2017): 1434.

8 Harro van Asselt and Thomas Brewer, “Addressing Competitiveness and Leakage Concerns in Climate Policy: An

Analysis of Border Adjustment Measures in the US and the EU,” Energy Policy38, no. 1 (January 2010): 42.
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countries with strict emission reduction regime. The logical consequertbe pfoduction of developing countries,
which are major global GHG emitters and exporters of carbon intensideiqisois the transition to low carbon
economies comparable to those exist in developed countries such as EU, US arld dap&mary, such measures may
face critiques from developing countries since the difference in teedédevelopments could not be lead to the same
burden of climate change mitigation costs. The politic considerations r@egrp developing countries to participate in
climate change negotiations and trigger retaliation measures.

The application of border carbon adjustments not only faces with epatahs in politics but also legal
uncertainties in international trade law settings. The concept of restricting tiaoluigh imposing measures on
carbon-intensive products has referred as "Border Carbon Adjust(B&#®s)°. The measure can mainly be in forms
of price based or non-price based restrictions or regulations including éstdetion on imports, international reverse
allowances, carbon taxes and emission reduction related regulationsr&gtildions and regulations on imports and
exports are normal practices in international trade, BCAs themselves arelned adfrectly on products but rather on
non-product-related processes and production methods (npr-PP#shigint be suffered from the risk of being in
violation with the legal framework of the World Trade Organization (Wa\Q).

2. An overview of policy options to address carbon leakage

There are a broad range of policy measures available that may be considadsiiess competitiveness and
carbon leakage arising from the implementation of carbon reductioiteerefhese measuréscan be named as
measures leveling costs upward through the conclusion of glols&ictorial agreements and measures at the border
implementing flexible adjustments.

2.1. A Global agreement for a cost adjustment of GB emissions

A global climate agreement is undoubtedly the best solution to addressitbe lemkage isst& The imposition
of similar carbon price levels or similarly stringent caps for all participatinmtries, as well as binding commitments
of emissions reduction through a multilateral climate change agreemeis thetterpinned by each member nation's
legislation could restrict disputes that may arise between countries and stem inffostriedocating their production
bases according to the differential of carbon price. In the long term, thits @igo help to attract investors looking for
countries with a sturdy and predictable climate policy framework.

However, the feasibility of such an agreement requires huge incentipesstmde countries to particip&teSuch
incentives raise the concern of sufficient financial assistance to cond@woping countries (mostly emerging
economies) and the ones who will pay for it. With the diverse developmktiie top ten carbon emitting countries
accounting for two-thirds of global GHG emission (including Chihe, US, India, Russia, Japan, Germany, South
Korea, Canada, Iran, and the YK a scenario for those countries sitting down and reaching a cossensan
emissions reduction commitment may be impossible in the foreseeabke 1O the side of developing countries, the

9 Rolf H. Weber, “Border Tax Adjustment - Legal Pespective,” Climatic Changel33, no. 3 (December 2015):
407-8.

10 Jean Charles Hourcade et Blifferentiation and Dynamics of EU ETS Industriadi@petitiveness Impacts: Final
Reporf (May 2014); Verena Graichen et al., “Impacts of the EU Emissions Trading Scheme on the Industrial
Competitiveness in Germany,” Berlin: German Federal Environment Agen@p08; Julia Reinaud, “Issues behind
Competitiveness and Carbon Leakage,” Focus on Heavy Industry. Paris: IEA. IEA Informatid®aper2 (2008),
http://lepii.upmf-grenoble.fr/IMG/pdf/Reinaud_issues-behind-competitive28688.pdf; Trevor Houset,eveling the
Carbon Playing Field: International Competition ad8 Climate Policy Desigr{fPeterson Institute, 2008); Karsten
Neuhoff et al., “The Role of Auctions for Emissions Trading,” Clim  ate Strategies Report. Cambrigdge2008,
http://climatestrategies.org/wp-content/uploads/2008/1046kictionsb9-oct-08final.pdf.

11 Harro van Asselt and Thomas Brewer, “Addressing Competitiveness and Leakage Concerns in Climate Policy:
An Analysis of Border Adjustment Measures in the US and the EU,” Energy Policy38, no. 1 (January 2010): 43.

12 Michel Colombier and Karsten Neuhoff, “Sectoral Emission Agreements Regional Affairs,” Envtl. Pol’y & L. 38
(2008): 164.

13 Payam Nejat et al., “A Global Review of Energy Consumption, CO2 Emissions and Policy in the Residential
Sector (with an Overview of the Top Ten CO2 Emitting Countries),” Renewable and Sustainable Energy Revid®s
(March 2015): 84362.
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guestion of how to balance the autonomy of national legislatures on adeahd the influence of supra-national
authorities to fiscal policy matter on the other continues to be controvérsial

2.3 Flexible Adjustments through Border Adjustments

Instead of measures supporting domestic producers or efforts ttudera global agreement, a State could
address carbon leakage by imposing border adjustments that targetsieupd exports that originate from or are
destined for countries that have no comparable GHG emissions reductions. Siis¢ekey difference between this
approach and the other two types of measures mentioned above is tihgdpHG emissions costs at the border
could provide a mechanism to immediately address the issue of dadd@yé®. Such border carbon adjustments
(BCAs) include tariffs, taxes, quotas, subsidies or technical regulations thdéved GHG emissions costs both
upward and downward. In other words, BCAs address theofigiarbon leakage by imposing trade restrictions on
carbon-intensive imports and compensate emissions costs for domegxiiters. The proposal of a national climate
policy with BCAs provisions has recently gained the support ngtfoom policymakers but also from scholars in the
field'® as a more feasible solution to offset carbon leakage than a multilateraappro

2.3.1. Measures targeting imports

Trade restriction on imports

Being inspired by strict regulations in the Montreal Protggathich achieved the success of a ban on import of
CFCs and CFC-related products with non-parties, some proposals sugpastdte Kyoto Member States should
apply embargoes to products from non-Kyoto countries or fromtdes that refuse to take part in the Kyoto protess
However, unlike Montreal Protocol aiming to prevent certain harmful chersidadtances (mainly used in some
industries as refrigerants, solvents, foam blowing substances, aeeygbifife extinguishers) from damaging ozone
layer, the targets of Kyoto Protocol are the reduction of GHG emissiahsuth produced by most industries, thus
impacting a broad range of products and human activities. Anothevaagpof this type of measure is to put a ban on
products manufactured using high emissions processes. Thisesether importing countries to have details on the
production process of imported products. Similar to requirements asdouidte genetically modified organisms
(GMOs), the measure may face the challenge of traceability given the compdiexciion chains of toda$:

International Reverse Allowances

An International Reserve Allowances (IRAs) or emission allowances oartisnprould be regulated under a
capand-trade schere Under this measure, in order to gain access to a specific marketductpveould either
originate from a country that has a program equivalent to the emissidnal ppagram in the destination country, or it
would be required to submit allowances sufficient to cover the attributable GtkSiens. Such allowances might be
acquired by purchasing carbon credits from an established emissidimgytscheme on the market or from a special
international reserve. Failure to submit such allowances would bar entnpaifted products.

14 Gary Clyde Hufbauer and Jisun Kim, “Climate Change and Trade: Searching for Ways to Avoid a Train Wreck,”
TAIT second conference “Climate Change, Trade and Competitiveness: Issues for the WIO”, Geneva, June 2010, 24,
http://www.wto.int/english/res_e/reser_e/climate_jun10_e/background_paper7_e.pdf.

15 The analysis of energy-intensive sectors subject to carbon ppoints out that trade flows are the signifitan
cause of emission leakage in the short term, whereas capital flows sepplanthe mid to long term. See Susanne
Droge et al, “Tackling Leakage in a World of Unequal Carbon Prices,” Climate Strategiesl (2009),
http://climatestrategies.org/wp-content/uploads/2009/10/cs-leakage-final-230009.p

16 van Asselt and Brewer, “Addressing Competitiveness and Leakage Concerns in Climate Policy,” January 2010,
42.

17 Montreal Protocol on Substances that Deplete the Ozone Layer, done at Mo6t&sptdmber 1987.

18 Jagdish Bhagwati and Petros C. Mavroidis, “Is Action against US Exports for Failure to Sign Kyoto Protocol
WTO-Legal?,” World Trade Review; Cambridgg no. 2 (July 2007): 300.

1% Thomas Cottier, Olga Nartova, and Sadeq Z. Bigdetgrnational Trade Regulation and the Mitigatioh o
Climate Change: World Trade Foru@ambridge University Press, 2009), 59.

20 A prime example of this type of measure is the proposal of thenaienal Brotherhood of Electrical Workers
and American Electric Power that IRAs should be included in the US climate change policy
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Border Tax Adjustments

A measure to address carbon leakage may also take the form of dgwéxkmeasure such as a duty, charge or
tax on carbon-intensive products on the release of GHG emissions intontiephéré'. This type of ‘carbon tax' or
Border Tax Adjustment (BTA) which applies both to domestic areida products, is calculated according to the GHG
emissions emitted by products during their manufacture. A BTAluasbe applied both to consumers and producers;
however, many courits directly apply this ‘carbon tax’ on consumers through a duty on fuel consumption?2

Regulatory measures

A government can include in its climate change policy a set of standatdchnical regulations relating to the
GHG emissions generated during a product's use or the production pfwessneasures, although intended to be
applied equally to domestic and imported products, may still cause anedffers on the competitive condition in the
market for imports. Failing to do so, the producers could be requiredrrender allowances for the price differential
between the cost of production and the carbon footprint to offset Istaadards pertinent to imported goods, or
otherwise have their products banned from entering the market

A standard could also be a labeling requirement indicating the carboniribotpa product. The original idea of
this measure is for consumers preferences on low GHG emissiongigrdulut in fact, carbon labeling requirements
can be used to implement or facilitate an ETS or carbon tax s¥stem

2.3.2 Measures targeting export

Besides measures targeting imports to ensure a level playing field in aytodomestic market, a government
could also issue measures targeting exports to offset the competitive diagdsanf its products in foreign markets.
The aim of such measures is to reduce the costs of produatierdorts, such as by imposing an export side border
adjustment of charges incurred under an ETS. For instance, in thefcadmission allowance rebates on exporters, a
certain amount of emissions allowance issued under cap-and-trade sgstiel be forgone. However, these types of
measures may produce negative consequences for the effectivethesaatfonal GHG emissions reduction system

3. The legality of Border Carbon Adjustments under WTO law
3.1 Market access and non-discrimination principles

National climate measures in forms of BTAs and emission allowancedlyuseferred as price-based border
adjustment® which introduce a domestic carbon tax or domestic allowances requirehrarapply to both domestic
products and imported product usually based or@H& emissions rate produced during the production and process
methods (PPMs) of products. In particular, if imported products prdduith low efficiency or carbon intense energy
sources, coal-produced steel, for example, would be, on an equat#esisor treated at a higher, less favorable rate
than domestic products made with a more efficient productieheds or greener energy resources.

In general, GATT provisions distinguish governmental measures amtebmeasures and internal measures, and
depending on how a price-based border adjustment will be classified, lievédllocated by a certain set of rules. As a
result, the threshold issue of WTO laws compliance is to determine whethempthe-hased border adjustment at

21 A proposal to introduce BTAs of carbon taxes was made in Europarlysas at the beginning of the 1990s.
They were linked to the efforts initiated by Finland to establish an ECaaidi®n tax system.

22 Ludivine Tamiotti et al.Trade and Climate Change: A Report by the Unitetidis Environment Programme
and the World Trade OrganizatigNEP/Earthprint, 2009), 90.

2 For an example, se€limate Change Legislation Design White Paper: Ceatitipeness Concerns/Engaging
Developing CountriedJ.S. House of Representatives Committee on EnengyGommerce(2008), 1611.

24 There is a proposal of “carbon passport” indicating the carbon footprint of a product in order to provide necessary
information to calculate the level of border adjustment in ETS or cdebosystem. See Gary Clyde Hufbauer, Steve
Charnovitz, and Jisun KingGlobal Warming and the World Trading Systé@olumbia University Press, 2009), 68.

25 A proposal from French government suggested that 2% of the totalenwhthe GHG emissions allowances
under the EU ETS third phrase would be rebated for EU exporters. See Halttlger, Carbon-Related Border
Adjustment and WTO LawWEdward Elgar Publishing, 2014), 53.

26 Donald Regan, “How to Think About PPMs (and Climate Change),” In International Trade Regulation and the
Mitigation of Climate Change: World Trade Forunkdited by T. Cottier, O. Nartova, and S. Z. Bigd€&ambridge:
Cambridge Univ. Press, 2009, 104.
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issue is a ‘border measure’ or an ‘internal measure’. Some scholars have argued that such adjustment especially in
price-based form should fall within the broad allocation of Article lilesthe others consider theas ‘occulte taxes’

which are defined in report of the GATT Working Party on Border Adjustment but have not been decided yet by the
Members whether such taxes can be jusfifietherefore, at the current development of WTO law, this issue is still
uncertain.

If the measure at issue is not considered as an internal tax in faathartlye an import duty a border measure,
such measure could violate Article Il of the GATT 1994 to the extent thaetteeed the tariff binding$ On the other
hand, if GHG price-based adjustments are tax adjustments on imporsatbawo relevant principles that must be
compliant. First, the National Treatment under Article 11l of the GATT 1994 wtdghires that imported products shall
accord treatment ‘no less favorablé than ‘like’ domestic products. And the second principle is the
Most-Favored-Treatment under Article | of the GATT 194

The concept ‘like product’ is not defined in the GATT, and it needs to be determined on a case-by-case basis. The
Appellate Body inJapan— Alcoholic Beverages 1l (1998) clarified that the degree of likeness is considered by
comparing products on (i) products characteristics, (ii) end uses, (iii) consumer’s tastes and habits and (iv) tariff
classification. I'EC-Asbestod! the Appellate Body implied that likeness under Article I11:4 of GAT Tétedmined by,
among other factors, the extent and nature of the competitive relagidretween imported and domestic products. In
a climate change context, the term ‘like product’ may be controversial as in determining whether steel made with power
from a coal plant and steel made with power from a hydropower plant are ‘like products’. Thus, the key determination
of likeness relies on the distinction between product characteristics andyhe which they are produced (PPMs).
Traditional GATT case law did not seem to accept the possibility of agpBfiMs as criteria to consider the likeness
of products as illustrated by the un-adoptEsiTuna®® panel report. So, if products that are considered ‘like’ based on
traditional criteria of GATT case laws can be treated differently (and somdisowminated) by a national climate
measure based on their production and process methods, suchenweatdibe deemed in violation of Article Il and
Article | of GATT.

3.2 Article XX of the GATT 1994

When a price-based adjustment violates Article I, 11, or Ill, it sidli/be permitted if it satisfies the conditions set
forth in Article XX of the GATT. The Appellate Body ibS — Gasoliné® provides the two-tier test to determine
whether a violated measure can justify under Article XX. First, the measureuatmssst fall within one of the
exceptions from sub-paragraphs from (a) to (j). Second, that meemsist also satisfy the chapeau of the article.
Among exceptions listed in Article XX, the two paragraphs (b) and (g) qdaidan important role in justifying the
violation of such national climate measupPeragraph (b) allows exceptions for measures that are ‘necessary’ to protect
human, animal, or plant life, or health while paragraph (g) allows excegdtiormeasures relating to the conservation
of exhaustible natural resources.

In order to determine whether the measure at issue is ‘necessary’ to achieve a public policy goal in paragraph (b),

27 Joel P. TrachtmarWTO Law Constraints on Border Tax Adjustment and Taedit Mechanisms to Reduce the
Competitive Effects of Carbon TaxeRochester, NY, SSRN Scholarly Paper ID 2738752 (Social Science Research
Network, January 25, 2016),-80; Deok-Young Park,egal Issues on Climate Change and Internationab&rLaw
(Springer, 2016), 5.

28 Art 11:1(b) of GATT: “The products described in Part I of the Schedule ... shall ...be exempt from ordinary
customs duties in excess of those set forth and provided therein ...”

2% according to the language of Article I:1 of the GATT, in order to déterm measure both border and internal
measure be compliant with MFN principle, ‘any benefit’ confers by a Member to products destined in any countries
shall be treat ‘no less favourable’ than ‘like products’ from other Members immediately and unconditionally.

30 Appellate Body report,Japan — Taxes on Alcoholic BeveragesWT/DS8/AB/R, WT/DS10/AB/R
WT/DS1VAB/R, adopted 1 November 1996, para. 117

31 Appellate Body reportEuropean Communitiess Measures Affecting Asbestos and Asbestos Contginin
Products WT/DS135/AB/R, adopted 5 April 2001, para. 93

32 GATT Panel reportUnited States- Restrictions on Imports of Tun@JS — Tuna) DS21/R, 3 September 1991,
unadopted, BISD 29S/155, para. 155

33 Appellate Body reportynited States- Standards for Reformulated and Conventional Gasoline (US-Gasoline),
WT/DS2/AB/R, adopted 20 May 1996, p. 22
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the Appellate Body, firstly, irKorea — Various Measures on Beef (2081 )developed a necessity test involving a
‘weighing and balancing’ of the values at issue. Then in Brazil — Retreated Tyres (200%) the Appellate Body shifted to
the existence of a material contribution of a measure to the achievement alfjdtdives. The existence of
less-trade-restrictive alternatives thus plays an important role to justify aimmeagcessfully under paragraph (b).
This means that a WTO Member challenging the legality of a GHG price-basetinedjusgainst Article XX defense
would have to prove that there were other less-trade-restrictive possibilitieatiatahe climate change other than the
original measur®. Therefore, the main purpose of the measures must be definkéibyntpact in reducing global
emissions rather than for their role in reducing competitiveness corffoedmmestic industries. Many scholars argued
that with this inference from paragraph (b), GHG climate measure that rebatestieé a carbon tax on exports from
countries without climate change regulations may fail the consistent testpafragrapF’.

Unlike paragraph (b), which allows for exceptions ‘necessary to protect human, animal or plant life or health’,
paragraph (g) applies to measures ‘relating to the conservation of exhaustible natural resources’. Panel and Appellate
Body have been clarified the term ‘exhaustible resources’, so far, as tuna®®, sea turtle¥, dolphing® salmon and
herring! and clean aff. Some scholars believed that, in the climate change context, the levels of carl@idGuial
the atmosphere could also be viewed as a exhaustible natural resource like cleadSair Basoline (199675.
However, this issue is still be unclear and it should be furtherietiiif future climate changerelated WTO cases as
well as be supported by multilateral environmental agreements. Another elemsnibenqualified in paragraph (g)
relates to the term ‘relating to’. This requirement asks for a close and real relationship of ends and means** such as a
close and genuine relationship between the structure of the GHG price-basecheattj@sid the carbon emissions
reduction goals in the context of climate change. This clause also containsaarbiguous requirement that
even-handed domestic policies are also undertaken to obtain the public policjveljet does not ask for an
identical treatment of domestic and imported prodfcts is then uncertain whether a different treatment based on
products’ impact on climate change could qualify this requirement.

These exception provisions in paragraph (b) and (g) must be interpletegside the Chapeau of Article XX,
which requires that a measure must not be applied in a manner that constitutes ‘a means of arbitrary or unjustifiable
discrimination’ or ‘a disguised restriction on international trade’. In climate change context, these good-faith criteria
would require that the implementing country demonstrates its seriouts ¢éd seek international agreement on climate

34 See Appellate Body report{orea — Measures Affecting Imports of Fresh, Chilled andofen Beef
WT/DS161/AB/R, WT/DS169/AB/R adopted 10 January 2001, paral6@l-

35 See Appellate Body repomlrazil - Measures Affecting Imports of Retreaded Tyr@sT/DS332/AB/R, adopted
3 December 2007, para. 151

36 the Appellate Body at first required the country invoking the exceptioridwoave to prove the absence of
alternatives, but then conclude that such country only needs to shoectssity of the measure. The burden of proof
is then on the side of the complaining country. See Appellate Body Réporéd States- Measures Affecting the
Cross Border Supply of Gambling and Betting Sersis®T/DS285/AB/R, adopted 20 April 2005, para. 309

87 Stéphanie Monjon and Philippe Quirion, “A Border Adjustment for the EU ETS: Reconciling WTO Rules and
Capacity to Tackle Carbon Leaie,” Climate Policyll, no. 5 (September 1, 2011): 1223.

38 GATT Panel ReportUnited States— Prohibition of Imports of Tuna and Tuna producteni Canada
L/5198-29S/91, adopted 22 February 1982

% Appellate Body ReportUnited States- Import Prohibition of Certain Shrimp and ShrimpoBucts (US —
Shrimp (1998)), WT/DS58/AB/R, adopted 6 November 1998

40 GATT Panel reportJS-Tuna, supra note 10

41 GATT Panel reportCanada- Measures Affecting Exports of Unprocessed Salmuah lderring L/6268-355/98,
adopted 22 March 1988

42 Appellate Body reportnited States- Standards for Reformulated and Conventional GasdqlUS — Gasoline
(1996)), WT/DS2/AB/R, adopted 20 May 1996

43 Bradly J. Condon, “Climate Change and Unresolved Issues in WTO Law,” J Int Economic Lawl2, no. 4
(December 1, 2009):95-926.

44 Appellate Body report)S— Shrimp(1998), para. 128-131

45 Condon, “Climate Change and Unresolved Issues in WTO Law,” 920-26.
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change prior to enacting a GHG price-based adjustfoéitom this point of view, some scholars believed that, in the
case of an international agreement like the Kyoto Protocol, which sétsi@ms-reduction targets for certain period
may lead to an outcome that parties have only met their goals at the end of tlaticevgleriod. Then, whether it
could be considered arbitrary or unjustified discrimination, or otherdisguised restrictions on trade to impase
national climate measure against certain countries that have not committed Gé$meairgets and not others during
this period is still an open questidn

3.3 TBT Agreement

For a national climateneasure to fall within the application scope of the TBT Agreement as a ‘technical
regulation#®, it must (i) lay down product characteristics, (ii) be mandatory, and (iii) ap@yp identifiable product or
group of products. The definition of a technical regulation in the firsesee of Annex 1.1 of the TBT Agreement
indicates ‘product characteristics for products orrelatedprocess and production methods’ while in the last sentence of
the article, measures that are concerned with ‘terminology, symbols, packaging, marking or labeling requirementss
they apply to a product, process or production method’ can be considered as technical regulations. In other words, a
non-product-related national climate measpréma faciemay not fall within the scope of application of TBT, since it
requires the ‘related’ element, but if such a measure is adopted in the form of a labeling requirement, it may be covered
by the agreement. To date, the complained measutéS-inTuna Il (Mexico) (2012% andUS— COOL (2012}° were
labeling requirements relating to non-product-related PPMs. The United, Stabeth cases, did not question the
scope of application of the TBT Agreement for these measures. Some comnagmessd that, in case the TBT
Agreement does not regulate non-product-related national climate measureagasahes cannot be prohibited by the
agreement and thus, would be examined under Atrticle Il and Article Ky find justification under Article XX%.

The TBT Agreement encourages Members to harmonize internal measuresteitiational standards by
providing that a technical regulation based on an existing international stahdiride deem consistent with the TBT
Agreement. This regulation in Article 2.4 is very helpful in the contexntefnational cooperation and governance;
however there is no comprehensive definition of the term ‘international standards’ within the agreement. The Appellate
Body ruled the matter as a standard that is adopted by an international organizatoly and made available to all
WTO Members in a non-discrimination mantfewithout a requirement that such international standard must be
adopted by consenstslt remains unclear whether a climate change standard could be considered as an ‘international
standard’ especially standards developed by a group of WTO Members which may not be appropriate for the
development objectives of developing countries.

3.4 Subsidies

Article 1.1 of the SCM Agreement rules the term 'subsidy' as a ‘financial contribution’ by a ‘government or any
public body’ that confers a ‘benefit’. Besides, a subsidy must be deemed ‘specific’. In climate change context, a free
allocation of GHG permits, for an example, may constitute a subsidy lighimeaning of SCM Agreement. Because
it can be a ‘financial contribution’ in the form of a ‘revenue ... foregone’ by the government, and thus, bring the
‘benefit’ to the ‘specific’ companies or industry receiving an allocation. Support from the government for its domestic
industry to combat climate change therefore could be considered a ‘subsidy’ within the SCM Agreement. However,

46 The Appellate Body itUS — Shrimp (1998) ruled the issue of good faith in relation to international effiars
US to address the environmental objectivrtle conservation in the context of the Chapeau leading to ‘unjustifiable
discrimination’. See Appellate Body report, US- Shrimp, para. 168

47 Jochem Wiers, “French Ideas on Climate and Trade Policies,” Carbon and Climate Law Review 2(13008,
18-32.

48 See Annex 1.1 of TBT Agreement

4 Appellate Body reportJnited States- Measures Concerning the Importation, Marketing &ate of Tuna and
Tuna Produc{US— Tuna Il), WT/DS381/AB/R, adopted 16 May 2012

50 Appellate Body report, United States— Certain Country of Origin Labelling (COOL) Requinents
WT/DS384/AB/R, adopted 23 July 2012

51 Park,Legal Issues on Climate Change and Internationati@rLaw 22-23.

52 Appellate Body report)S— Tuna I, para. 374875

53 Appellate Body reportEuropean Communities Trade Description of Sarding®VT/DS231/AB/R, adopted 26
September 2002, para. 222
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such measurgzrima facieare not prohibited; it depends on the content of the sulpgidge.If a subsidy is classified
as a ‘prohibited subsidy’®4, it is deemed specific and may be challenged by another Member in a \Ef@ed
settlement mechanism. An ‘actionable subsidy’®®, on the other hand, can only be challenged in a dispute settlem
when the complaining Member can show its ‘adverse effect’>® to international trade. Nonetheless, an importing
Member can also use a unilateral solution by imposing countervailingiresashen its domestic industry has suffered
from injury by those subsidies.

4. A possible approach to address carbon leakage through the active participation ofrdestic industries

Carbon leakage, competitive concerns are main drivers that have led courttoiesider the adoption of national
climate measures such as border carbon adjustment. Such measunasecan effect on international trade and thus
violating WTO rules. Using carbon leakage as the rationale for a national climate eneaswgupport characterizing
the measures as an environmental measure - mitigating climate changeveHowséh the drivers from
competitiveness concerns, it will be more likely an economic measurethtiprotection of jobs and secure of
economic development by leveling the playing field States between strict andrieste diandard.

It should also be noted that national measures to address the competitiveressnl@nly arrive at limited
findings as it deals only with the price element of competitiveness. Wheaghon policy is only one part of the
broader industry picture, there are still many poite elements influence companies’ decisions on production levels
and investment. Looking at production and investment decisions lardygh the lens of climate policy certainly,
Maintains the negative image of asymmetric action and could oversimplify the picture on industry’s location choices.
Studies on competitiveness under asymmetric carbon constraints do not cibvesjutessible positive effects of ETS on
companies’ competitiveness if they are the first to develop low-carbon technologies (i.e., shenfiver advantage).
Delivering ambitious targets will require actions across a range of gléigids: rapidly conducting and implementing
new approaches to promote investment flows towards low-carbon geesital production and removing barriers to
trade and investment to support and facilitate large-scale distribution of cfmeatdly goods, services and
technologies are just two. Gaining political support for these kindetidns may be challenging, even impossible,
without a further eyesight of the potential benefits rather than costiseoow-carbon transition. Investments in
energy-efficient technologies will help improve the productivity of comzaaie strengthen their competitive position
and are expected to become more important as the global price of ereegyg@s. Another aspect of competitiveness
and leakage that is not studied enough in the literature is the posstilitgrf-participating countries to benefit from
technological developments taking place in those countries with ETS. Imther laun, these so-called spillover effects
may help non-participating countries reduce their GHG emissionst to mention making their industries more
efficient and competitive.

Finally, it is important to remember that there is a discrepancy betwean policy-makers look at
competitiveness and how companies themselves see it. Growth itniemesn an emerging country may enhance the
competitiveness of firms in a developed country that established piatfits country, even though from a European
perspective it is perceived as a loss of competitiveness. Further, plamesl@@metimes result from a decision to
focus activity on higher value added parts of the production ehamodd proposition regarding profitability, even if
the result is increased imports of energy-intensive goods, sometimes akirbon leakage.
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ABSTRACT

The main purpose of this paper is to examine to what extent excteteg®iatility affects export trade performance
30 selected countries. A dynamic generalized method of moments (GMMpisyeth on panel data over a ten-y¢
period, and four measures of the exchange rate volatility are used. dihefindings confirm that exchange ra
volatility has statistically significant impacts on export trade flows @rtiajority of the estimated equations, and
magnitude of the impact appears to be fairly large. Apart fromlatigu variable, all other remaining independé
variables show expected signs as income have positive impact on exports whereas relative price’s impact is negative.

Keywords: exchange rate volatility, trade, exports, generalized method of mqrpantd data.

1. Introduction

As an important macro variable, the exchange rate has a significant influetice whole economy, especially
on the international trade. Exchange rates became more unstable after the colBygt®mof\Woods in 1971 as the
international exchange rate system switched from fixed to floated sy$tertlmange rates. Since understanding the
effect of exchange rate fluctuations on export trade is crucial for policy seseling exchange rate and trade policy,
the research area has attracted many theoretical and empirical studies

From a theoretical point of view, the impact of exchange rate risk on interaatiade is not unambiguous. The
general presumption is that an increase in exchange rate volatility will have erseadffect on trade flows. If
exchange rate variations become unpredictable, the risks of exchange edseanoncertainty of international trade,
which lead to risk-averse and risk-neutral traders reduce or leave theigteadivities in contracts denominated in a
foreign currency which ultimately decrease the trade flows. In contrégsiat can be argued that positive trade flow
impacts stemming from instability in the exchange rate due to higlkerepsesent a greater opportunity for profit and
may increase trade (Egert & Morales-Zumaquero, 2008)

From an empirical point of view, a large number of literatures have aedlthe relationship between exchange
rate variability and trade performance. It is, however, still difficult i@ @ general definitive conclusion on whether
there is any effect of exchange rate change on international trade flows beeaussulis among those studies are
inconsistent. The sign of this relationship vary with the choices of Isamperiod, methodology, exchange rate
volatility measure and countries considered, as well as by the contexts efduginations.

Briefly, neither theoretical studies nor empirical models provide us witbnaistent answer, leaving estimated
results unclear (Baum & Caglayan, 2010here exists an ambiguity about the link between exchange rate urtgertain
and foreign trade performance that requires more studies with recent datathodsn

This study focuses on the impact of exchange rate variability on ei@astin 30 selected countries given the
evidence from the two-step system generalized method of moment¥)GMpanel dataset of 30 cross-sectional
annually observations for the period from 2003 to 2012 are Wi$ésl paper also generates volatilities of exchange rate
by different methods to see whether or not a different methodlatilitg measurements cause a different trade impact.
Specifically, this study applies the two most popular methods in miegsexchange rate volatility namely moving
average standard deviation (MOVSD) and the GARCH models for each nominal lagffectve exchange rate.

The rest of the paper is constructed as follows. Section 2 briefly revievous studies on the impact of
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exchange rate uncertainty on trade performance, focusing on eXgention 3 discusses the methodology and descripts
data used in this study. Then, section 4 documents and discussesntiaien results. Finally, section 5 presents the
conclusions and policy implication of this study.

2. Literature Review

Early economic theory states a negative effect of exchange rate variabilitfemational trade as presented by
Clark (1973), Ethier (1973), Hooper and Kohlhagen (1978) and Ga@893) Exchange rate volatility can have a
harmful effect on trade performance either directly or indirectly,ftmmer through uncertainty and adjustment costs
while the latter through its effect on the allocation of resources and gometrpolicies. A risk growth resulting from
increase in exchange rate uncertainty will lead risk-averse traders to teein¢eading activities and to reallocate their
business toward domestic markets.

In contrast, other theoretical studies suggest a positive impact of exchangskrate export flows as argued by
De Grauwe (1988) Franke (1991), Secru and Vanhulle (1992), and Brdiickmebrt (1999), among these studies, the
majority of exporters are risk-lovers. Interestingly, De Grauwe (1988) indicates thatwhen exporters are
sufficiently risk-averse, a positive relationship may still arise. Very aigkse firms will worry about the worst
possible scenario. When risk increases, the way to avoid a drastic dedkport revenues is by increasing the export
volume’.

Besides that, theoretical developments stress that exchange rate uncertaintyluesuceinbn trade either
positively or negatively as studies of Baldwin and Krugman (1986) [Zirit (1989). Interestingly, Willett (1986)
suggest that exchange rate volatility have no impact on trade flowtheAsy alone cannot determine the sign and
significance of the relationship between exchange rate uncertaintp@ighftrade, empirical research has studied the
relationship between exchange rate change and international trade.

A huge volume of empirical research has been conducted within and acrossitilrées to investigate whether
exchange rate instability results in changes in trade volumes. These researches evaisate thizm the view of
aggregate as well as disaggregate trade. However, from an empiridabfpdew, the relation between exchange rate
risk and international trade levels is still mixed. The sign of this relationsirigsvwith the choices of different
methods to measure of exchange rate variability, data sets and estieetiimiques used in these studies. The majority
of empirical studies indicate that there is an adverse relationship betweengexciit@nuncertainty and foreign trade
(McKenzie, 1999; Ozturk, 2006). In contrast, there are works proving egehrate volatility have a positive impact on
international trade flows, such as studies undertaken by Brada and Md®&83, McKenzie and Brooks (1997)
Choudhry (2008)Baum and Caglayan (2010), and Shehu and Zhang (2012edhigty, there are studies suggesting
that the exchange rate risktrade relationship is not significant as argued by Hooper and Kohlh&§&8)( Bailey,
Tav